
Stochastic Calculus, Courant Institute, Fall 2015

http://www.math.nyu.edu/faculty/goodman/teaching/StochCalc2015/index.html

Always check the class message board before doing any work on the assignment.

Assignment 2, due September 28

Corrections (check the class message board): (none yet.)

1. Suppose that Zn ∼ N (0, 1) and

Xn+1 =
1

2
Xn −

5

16
Xn−1 + Zn .

Show that this Gaussian process is stable. Find the limiting joint distri-
bution of Xn and Xn−1 in the limit n→∞.

2. (Covariance of the covariance) Suppose X ∼ N (0, C) is a d component
normal with mean zero and covariance C. Suppose we have independent
samples Xk ∈ Rd and wish to estimate C. We discuss estimating C =
E[XXt] using

Ĉ =
1

N

N∑
k=1

XkX
t
k . (1)

Of course, Ĉ is a random variable with its own mean and covariance. The
CLT implies that for large N , Ĉ is approximately a multivariate normal.

(a) Show that the mean is E[Ĉ] = C.

(b) (Wick’s formula for degree 4) Suppose X ∼ X ∼ N (0, C) with com-
ponents X1, . . . , Xd (note the change of notation). Show that

E[XiXjXkXl] = CijCkl + CikCjl + CilCjk . (2)

We saw the one dimensional version of this in the previous assign-
ment. The method there applies here too. Another approach is to
write a formula

xle
xtHx/2 = −

d∑
m=1

Alm∂xme
−xtHx/2 .

The matrix A is related to H = C−1 in some way. Now integrate by
parts in the integral

E[XiXjXkXl] =
1

Z

∫
Rd

xixjxkxle
−xtHx/2 dx

=
1

Z

d∑
m=1

Alm

∫
Rd

∂xm (xixjxk) e−x
tHx/2 dx .
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(c) Find a formula for

Dij,kl = cov(Ĉij , Ĉkl) .

3. (Kalman filter) In the terminology of linear Gaussian processes, suppose

Xn+1 = AXn + Un (state dynamics)

Yn = BXn + Vn (observation)

R = cov(Un) i.i.d., Gaussian

S = cov(Vn) i.i.d., Gaussian

Suppose X0 = 0. Let Cn be the conditional variance of Xn, conditioned
on knowing Y1:n. Let X̂n be the linear function of the observations Y1:n
so that the prediction residual Xn − X̂n is independent of Y1:n.

(a) Show that Xn = X̂n + Wn, where Wn is multivariate normal with
mean 0 and covariance Cn, and independent of Y1:n.

(b) Find a matrix equation to solve for gain matrix Kn+1 so that

X̂n+1 = AX̂n +Kn+1

(
Yn+1 − Ŷn+1

)
.

where Ŷn+1 is the predicted observation based on Y1:n, given by

Ŷn+1 = BAX̂n. The equation will involve the five relevant matri-
ces: A, B, R, S, and Cn. Find a formula for Cn+1. Hint, once the

prediction residual at time n+ 1 is uncorrelated to Yn+1− Ŷn+1, you
have it, why?

(c) Assume Cn → C as n→∞ and Kn → K as n→∞. Find nonlinear
equations for C and K. These are called matrix Ricatti equations.
Control theory is full of them.

4. The US government commonly releases estimates of economic data on
one month and the releases a revised estimate the following month. For
example, in the government estimated that the “non-farm employment
change” was 215,000. In August, they revised that estimate to 245,0001.
Let us suppose the true number at period n is ξn, and that this true
number is a Gaussian process of the form

ξn+1 = ξ + a(ξn − ξ) + ε(ξ)n ,

where a ∈ (0, 1) determines the rate at which ξn naturally returns to

its long term mean ξ, and the sequence ε
(ξ)
n consists of i.i.d. N (0, σ2

ξ )
random variables. Suppose the estimate at time n is a noisy observation

of ξn taking the form ηn = ξn + ε
(η)
n , where the ε

(η)
n are i.i.d. N (0, σ2

η).
Suppose at time n+1 we get a second observation of ξn that takes the form

1Source: http://www.bls.gov/news.release/empsit.nr0.htm .
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ζn = ξn + ε
(ζ)
n where the sequence ε

(ζ)
n consists of i.i.d. N (0, σ2

ζ ) random
variables. All observation errors ε are independent of all other observation
errors. The data available at time n consists of the sequence η[1:n] and the
sequence ζ[1:n−1]. The value of ζn becomes known at time n+ 1.

This exercise is to put this problem into the general framework of Kalman
filtering to produce the best estimate of ξn available at time n, and the
best estimate available at time n + 1. For this, you should define a two
component vector Xn whose components are ξn and ξn−1. You should
define a two component vector Yn that consists of the two new numbers
that become available at time n. Then identify the matrices A, B, R, and
S in terms of the numbers in this problem. Show that the new observa-
tion ηn+1 would lead to a revision of ξn even if there were no new direct
observations ζn.

The point of this exercise is that many problems may be formulated in
general matrix terms even if they come formulated in a different way.
There are many special instances of the general problem.

5. (nothing to hand in) Download the code GaussianProcess.R and see what
it does.
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