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Abstract

The climate system consists of coupled interactions among different components of the Earth’s atmospheres
and other layers. The asymmetry and quasiperiodicity of the El Niño Southern Oscillation (ENSO), in
particularly, hinder the ability to forecast future climate trends. There is a need to understand the predictable
signal of this ocean-atmosphere exchange. This study aims to investigate the dominant frequencies and
reduce the unpredictable noise using a newly introduced data-driven method called the Koopman Operator.
This approach can extract favorable predictability properties from the time-ordered data without any prior
knowledge of the underlying dynamical evolution equations. The results are then compared with other
classical methods. We hope to obtain critical information that permits longer lead ENSO forecasts.

1. Introduction

The climate system is a highly complex system consisting of the interrelations among various components
on a whole range of space and time series. Among these interactions, El Niño Southern Oscillation (ENSO)
is the largest internal climate variation on the interannual timescales. ENSO is induced by an ocean-
atmosphere exchange pattern called the Walker Circulation in the tropical Pacific Ocean [1]. When the
Walker Circulation is altered due to intrinsic forces, two extrema phases of ENSO, warm El Niño and cool
La Niña, occur alternately in a frequency of about every two to eight years. However, there has been a clear
asymmetry between El Niño and La Niña, with positively skewed sea surface temperature (SST) anomalies
brought by strong El Niño events [2, 3].

The correct simulation of the asymmetry in ENSO has been challenging in general circulation models
(GCMs). The observed ENSOs demonstrate irregularity and quasiperiodicity, with its amplitude locked
to the annual cycle [4]. Many models either fail to reproduce this asymmetry or demonstrate different
observations than the expected results. The intrinsic physical mechanisms of the asymmetry have been not
been fully understood [2]. Some suggest that nonlinearlies of the ocean dynamics and temperature advection
[5], instability of the tropical ocean waves [6, 7], and many others are responsible for the complexity. Some
studies also discovered the existence of nonlinear interdecadal changes in ENSO behavior. The frequent
occurrence of strong El Niño events in the recent half century mirrored the changes in the characteristics of
ENSO [4]. The variations in different time scales have limited climate modeling and forecasting with lead
times of only several months to a year.

Such limitations were shown in recent strong El Niño predictions. For instance, none of the dynamical
and statistical models were able to predict the intensity of the 1997/1998 El Niño events [8]. Even when
several signs of onset were detected and expected a development of a major El Niño in 2014, the event was
delayed until 2015/2016 [9]. Thus, uncertainty still remains in climate predictions.

Climate variability is a function of predictable sign and unpredictable, chaotic noise. In other words,
climate forecasting can be potentially improved by isolating the noise and enhancing the predictable aspect
of ENSO variability. Many classical methods such as empirical orthogonal function (EOF) and principal
component analysis (PCA) have been widely applied to identify the key components and reduce the dimen-
sionality of the predictors [10, 11, 12]. However, PCA assumes the linearity of training data and may not be
the best representation of data sampled from the nonlinear dynamical system. Kernel PCA (KPCA) is an
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alternate method that serves as an extension of PCA for data on the nonlinear space. Some studies used this
method of dimensionality reduction on the time series of ENSO SST and verified a comparable predictability
for a short lead time with SST [11].

Other algorithms that characterize the evolution of complex spatio-temporal phenomena also exist. In
recent years, the Koopman operator have become popular in fluid applications and many other dynamical
systems [13]. Koopman operator is a linear time evolution operator that can approximate the unknown,
nonlinear, stochastic rules of evolution purely from data [14]. More specifically, some advantages of the
Koopman operator include its ability to model nonlinear systems using linear techniques relying on data alone
without any access to the underlying functions. It can also be decomposed linearly to eigenfunctions and
truncate out some non-important terms in the computation. These eigenfunctions characterize the underlying
system dynamics collectively, and the eigenvalues that are associated with the Koopman eigenfunctions can
be used to predict the system state at any time later [13, 14, 15].

In this work, we attempt to improve climate forecasting through analyzing the ENSO sea surface temper-
ature indices over a range of different regions using the Koopman Operator. Since the Koopman Operator is
an abstract concept, we can approximate the Koopman Operator using a set of scalar observables, which are
functions that map the states into scalars, that is determined by a kernel function [13]. Then we decompose
the approximation of the linear operator into its corresponding eigenfunctions and eigenvalues and extract
the intrinsic features of the system dynamics. This procedure can identify the dominant frequencies of the
climate data which can potentially predict the future trends.

2. Mathematical Model

In this section, we summarize the Koopman Spectral Theory and its algorithms developed in [14, 15, 16, 17,
13, 19] to introduce notations for later use. The subsections are divided into (1) theories such as (1.1) the
brief overview of the Koopman Operator Theory and (1.2) spectral analysis of the Koopman Operator with
Reproducing Kernel Hilbert Space, and (2) methodology to compute the Koopman spectra.

2.1. Theory

2.1.1. The Koopman Operator

Consider a data space Y which is governed by a high-dimensional time series or state space X with an
observable or function f : x → y of the function space F , where y ∈ C , such that the n-th point of
the data set is computed by yn = f(xn), where n ∈ Z is discrete time. The dynamical evolution map
of X is given by Φt : X → X, where t ∈ R is continuous time. Specifically, if a system is consecutive
of the previous system by ∆t, they are related with Φ∆t(xt) = xt+∆t. Then, the Koopman Operator
U t : F → F , where F consists of scalar observables or functions of state space, hypothetically computes
the value of yn+t at t step in the future by introducing a new dynamical system of the same evolution

(U tf)(x) = f(Φt(x)). (1)

Note that U t is infinite dimensional (for acting on the function space F ) and linear even if the evolution
map Φt is nonlinear. Thus, it enables the ability to perform decomposition to obtain its spectral properties,
such as the Koopman eigenfunctions {zk} and the corresponding eigenvalues {λk}

U tz(x) = λtz(x), (2)

where the Koopman eigenfunction z is also an observable z ∈ F [14].
In addition to that, since the Koopman operator has a unitary property, the Koopman eigenfunctions

form a set of observables that evolve by a periodic factor eiωt, with ω as the true eigenfrequency, even
if the dynamics is aperiodic [15]. Then the time series z̃(x) = U tz(x) behaves like a Fourier function on
orbits of the dynamics

z̃(t) = eiωtz̃(0). (3)
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2.1.2. Koopman Spectral Analysis in Reproducing Kernel Hilbert Space

Spectral analysis (or decomposition) of the dynamical systems is able to extract low-dimensional dynamics
from the data. The linear decomposition of a Koopman Operator only produces a local approximation
of the Koopman eigenfunctions [18]. This is certainly not applicable to all systems. We can construct a
spectral analysis of this operator using reproducing kernel Hilbert space (RKHS) theory. Some benefits
of this kernel-based approach are that the basis functions need not to be defined explicitly, which allows
us to apply the technique to the infinite dimensional feature spaces [17].

An RKHS H is a Hilbert space of functions whose abstract vector space is equipped with the structure
of an inner product that allows operations such as orthogonal projections, and completeness which every
Cauchy sequence points in the space has a limit. These properties enable the ability to evaluate functions
in RKHS with an inner product. An RKHS is associated with a a bivariate function kernel k : X×X → C
that reproduces every function, also known as the reproducing property,

1. 〈f, k(x, ·)〉H = f(x),∀f ∈ H,

such that the function evaluation of f at a given point x can be regarded as an inner product evaluation
in H between the representor k(x, ·) and the function itself. As stated in Moore-Aronsajn theorem, every
RKHS is uniquely defined with the reproducing kernel with these additional properties[15, 13]:

2. k is symmetric such that k(x, x′) = k(x′, x)∗ for x, x′ ∈ X;

3. For every x0, ..., xN−1 ∈ X and c0, ..., cN−1 ∈ C, k is positive definite such that

N−1∑
m,n=0

k(xm, xn) ≥ 0.

This theorem gives a construction of an RKHS without any presumption on X or the kernel k. Conversely,
given any kernel satisfying properties 2 & 3, there exists a unique RKHS on X for which k is is the
reproducing kernel. With these properties, we can extend a candidate eigenfunction from its values on the
sample trajectory to the entire space, in a RKHS of functions. Note that the functions on the RKHS have
a notion of regularity such that the functions are smooth. This guarantees the identification of Koopman
eigenfunctions on RKHS would have uniform norms on the space of continuous functions, and a Hilbert
space structure that allows the construction of data-driven algorithms using standard linear algebra tools
[15]. We can construct orthonormal sets in H using kernel integral operators G : F → F, F = {f : X → C}
defined by

G := f →
∫
X

k(·, x)f(x)du(x)

If f ∈ F with Gf = g, we can discretize the linear integral operator as

g(xm) = Gf(xm) =

∫
X

k(xm, xn)f(xn)du(xn)

=
1

N

N−1∑
n=0

k(xm, xn)f(xn)

Since this is a symmetric kernel, there exists an orthonormal basis {φ0, ..., φN−1} of F coexisting as the
eigenvectors of G. Then, let corresponding eigenvalues of the orthonormal eigenfunctions be {λ0, ..., λN−1}
and let J ≥ N − 1 be numbers of eigenvalues with {λ0, ..., λJ−1} > 0. For j ≤ J ,

ψj(x) =
1√
λj

∫
X

k(x, xn)φj(xn)du(xn)

such that {ψ0, ..., ψJ−1} is an orthonormal set in H.
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2.2. Numerical Algorithms of the RKHS Norm

Recall the sampled dynamical states {x0, ..., xN−1} ∈ X are unknown, and the only information that is
accessible is the values {F (x0), ..., F (xN−1)} of an observation map F on the data space Y = {y0, ..., yN−1}
with yn = y(tn) ∈ Rm. One can analyze the evolution of the underlying dynamical states by approximating
the spectral analysis of the Koopman Operator with the following algorithms derived from ref [16, 15].

1. Construct a Gaussian kernel matrix K to find the correlation of the time-ordered scalar observations
from the data space Y

Kij = Kε(yi, yj) = exp

(
− d2

Q(yi, yj)

ε

)
, (4)

where d2
Q is the pairwise distance between yi, yj ∈ Y calculated using the method of delay-coordinate

map with Q delays.

d2
Q(yi, yj) =

1

Q

Q−1∑
q=0

||yi+q − yj−q||2. (5)

2. Perform a Markov normalization of the kernel matrix such that the square matrix has the property of
each row and column summing to 1.

3. Calculate the eigenfunctions {φj} and eigenvalues {λj} of the kernel matrix using singular value de-
composition on the normalized kernel such that

Kφj = λjφj , (6)

which gives sufficient conditions of the Koopman eigenfunctions.

4. Find the spectrum of the kernel eigenfunctions by taking the Fourier transform of each eigenfunction,
then computing the row norm of the Fourier space as described by the Nyström extension operator
T : S → H,S ⊂ F s.t. S = {φ0, ...φN} in (7),

T

(
N−1∑
n=0

cnφn

)
=

N−1∑
n=0

cn/
√
λjψn ∈ H, (7)

where {cn} ∈ C and {ψn} is an orthonormal set in H. Compare this RKHS norm with respect to the
corresponding frequencies.

5. Select the Fourier frequencies with the largest norms if using a relatively smaller number of eigen-
functions, or smallest if more eigenfunctions, as the candidates of the Koopman eigenfrequencies that
behaves with a periodic factor eiωt.

3. Description of data

Figure 1: ENSO Index Map1

We use the Niño 1.2, Niño 3, and Niño 4 indices provided by NOAA Earth System Research Laboratory.
These index regions are used to measure the strength of an ENSO (Figure 1). They capture different

1
Connolley, W.M..Retrieved from https://commons.wikimedia.org/wiki/File:Enso-index-map.png.
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properties of that particular region. These data values are monthly average time series of standardized
sea surface temperature (SST) mean in the corresponding regions of the Pacific Ocean. In that sense, the
index values are an average of the ocean gridded values that contains monthly temperature across that
region on a 5 deg × 5 deg grid. The time series cover the January 1848 - May 2018 period. The indices
were recorded monthly and calculated from the Hadley Centre Global Sea Ice and Sea Surface Temperature
(HadISST). Niño 1.2 measures the SST mean averaged over 0-10◦South, 90◦West-80◦West. Likewise, Niño
3 and Niño 4 cover the range over 5◦North-5◦South, 150◦West-90◦West; and 5◦North-5◦South, 160◦East-
150◦West respectively [20].

The SST indices of the three regions are gathered in a m×n matrix, where m = 3, the number of Niño
sets and n = 1781, the number of monthly averaged sea surface temperature data recorded from 1870 to
2018. A symmetric Gaussian Kernel matrix was constructed for these time-ordered observations using the
formula (4) with a rational delay-coordinate embeddings, and the spectral analysis was then performed using
the methodology described in previous section.

4. Results

In this section, we applied the methods described in Sections 2-3 to a sample data with known state space
and function space (1) and ENSO averaged SST mean data (2). The goal was to verify the applications of
the spectral analysis of Koopman Operator technique in RKHS and to identify dominant frequencies in the
underlying dynamical systems.

4.1. Periodic flow

A periodic flow R2 on the unit circle S1 is represented as X → S1 with Φ∆t : X → X and the observation
map F : S1 → R2 is defined as

F (θ) =

[
ecos(θ)

esin(θ)

]
,

where Φ∆t = (θ+ωt) mod 2π, ω is defined as frequency. Then, we used a sampling interval ∆t ≈ 0.044 for a
sample number N = 1000, the initial point in the state space was (1,1) and the delay-coordinate embedding
was q = 10 and ε = 0.5. The quantity of RKHS norm was computed with l = 6 eigenfunctions.

(a) (b)
Figure (a) demonstrate the dynamical system X and time series of the dynamical system respectively.

Some dominant frequencies f detected in (b) are f = 0.315, 0.630, 0.945, and 1.283. They are equivalent
to f ≈ 1/π, 2/π, 3/π, 4/π, or angular frequency of ω = 2 as expected from the dynamical system, and
the consecutive frequencies are multiple of the first frequency. The results extracted using the procedure
described above was able to detect the correct information about the underlying systems.
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4.2. ENSO Indices Time Series

The time series of ENSO Indices are monthly averaged SST mean in different regions of the Pacific Ocean.
The scalar observations of different regions with an unknown dynamical system X were consolidated as the
observation map F

F (X) =

Nino 1.2
Nino 3
Nino 4

 ,
with a time interval of ∆t = 1/12 year. The delay-coordinate embedding was q = 60 and ε = 65. The
quantity of RKHS norm was computed with l0 = 10 and l1 = 500 eigenfunctions. The ratio of the RKHS
norms in l1, l0 was then calculated to extract frequencies those with the least change of norms at the higher
eigenfunction feature.

(c) (e)

(d) (f)
Figure (e) demonstrates the monthly sea surface temperature mean in different ENSO regions. After

applying the spectral analysis procedure, (c) shows significant peaks on f = 1, 2, 3(1/yr), which corresponds
to the annual, biennial, and triennial cycles of the ENSO occurrence. There are some peaks in between the
ranges of [0.18, 0.70], which was further analyzed by computing the RKHS norm with more eigenfunctions.
Figure (d) indicates the increasing quantity of RKHS norm as the number of eigenfunction increases. Troughs
in RKHS norm with dense eigenfunctions like this would represent the significance of the corresponding
frequency. Again, the annual, biennial, and triennial cycles are obvious from observation. Then, figure (f)
shows the ratio of RKHS norm between those of more eigenfunctions l1 versus less eigenfunctions l0, and
20 frequencies with the smallest ratios are shown in the graph. The vertical lines represent the potential
frequencies f = 0.2, 0.26, 0.33, 0.71, 1, 2, 3. These frequencies were selected based on observations at l0 and
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other graphs with lower number of eigenfunctions.

5. Discussions

The approach of using reproducing kernels to detect eigenfrquencies as the candidate of the Koopman
eigenfrequencies demonstrates its ability to recover the behaviors of the unknown underlying dynamical
systems. This process allows us to reduce dimensionality by truncating noise and enhancing the significant
signals.

Furthermore, in section 4.2, the dominant frequencies of the Southern Oscillation, such as annual, bi-
ennial, and triennial cycles, are easily detected and verify by the interannual climate variation of ENSO.
Some other frequencies such as f ≈ 0.2, 0.26, 0.33, 071(1/yr) are also detected with significant RKHS norms
with some small variances. These frequencies correspond to 5 years, 4 years, 3 years, and 16 months of
the ENSO cycle. The first three frequencies agree with the observed ENSOs, that the El Niño and La Niña
occur alternately in a frequency of approximately 2-8 years. The last frequency, t ≈ 16months, is worth an
in-depth investigation. Some explanations of the detection of this frequency can be the Koopman Operator
technique, that is, the frequency can be a combination/summation or multiple of other frequencies.

The scalar observation data of the ENSO, sampling over the average temperature from each grid of the
corresponding regions, reveals some potential behaviors that can characterize the temporal patterns of the
Southern Oscillation. The frequencies mention above still need further analysis and verification. Future
studies should include verifying and modeling those potential frequencies geographically.
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