
Improvement of 

Metropolis-Hastings 

Algorithm on Manifold

KEVIN XU

7/29/2021



Motivation
 Markov Chain Monte Carlo is a widely applied sampling technique to 

generate random variables from any given probability distribution.

 Its basic idea is to generate random walk in the space by accepting or 

rejecting a proposed move.

 In the real case, what if we have constraints? These constraints form a 

manifold in the space. 

𝑀 = {𝑞𝑖 𝑥 = 0}

Where 𝑞𝑖 represents the 

ith constraints. 

𝑥2 + 𝑦2 − 2 = 0



The usual approach: Take a random point 

and project it back to manifold

• Random point is taken on the tangent 

space of 𝑥

• The projection process is solving a system 

of equation.

• where columns of 𝑄𝑥 is the gradient 
of constraints at 𝑥

• 𝑄𝑥𝑎 = 𝑤 on the graph

• Analytical solution may not exist.

{𝑞𝑖 𝑥 + 𝑣 + 𝑄𝑥𝑎 = 0}
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Newton’s Method

 Newton’s method is an iterative method to generate a 

sequence of 𝑥 find the 𝑥 such that 𝑓 𝑥 = 0

 In multi-dimensional case, instead of 𝑓′ 𝑥𝑛 , we have 

Jacobian matrix  𝐽𝑖𝑗 =
𝜕𝑓𝑖

𝜕𝑥𝑗

 Then we are going to solve 𝑎 for 𝐽 𝑧𝑛 𝑎 + 𝑓 𝑧𝑛 = 0

 Where 𝑧𝑛 = 𝑥 + 𝑣 + 𝑄𝑥𝑎𝑛

 In this case, we simply have 𝐽(𝑧𝑛) = 𝑄𝑧𝑛
𝑇𝑄𝑥

𝑥𝑛+1 = 𝑥𝑛 −
𝑓(𝑥𝑛)

𝑓′(𝑥𝑛)



Bottlenecks of Newton’s method

• However, Newton’s method is sometimes slow. 

• Calculate Jacobian Matrix on each iteration

• Need to solve a system of linear equations on each iteration



Key Observation

 Newton’s method can converge even when we are not using the 

exact Jacobian Matrix.

 Choose approximation of Jacobian Matrix



Two Alternative methods

CCMA Symmetric Newton Iteration

• Fix the Jacobian matrix to be 𝑄𝑥
𝑇𝑄𝑥 instead of 

𝑄𝑧
𝑇𝑄𝑥.

• Additional advantage: 

• Cholesky decomposition can be applied to 

solve system of equation

• Cholesky decomposition can also be used  

to calculate 𝑣.

• Fix the Jacobian matrix to be 

𝐽 𝑧1 = 𝑄𝑧
𝑇𝑄𝑥 (i.e. the first Jacobian matrix). 

• On each iteration always use this Jacobian 

Matrix to solve system of equation
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Performance test: Bending Polymer

• Constraints: 𝑦𝑖 − 𝑦𝑖+1 − 1 = 0

• Where 𝑦𝑖 is ith particle on the 

bending polymer.

• More particles than constraints.

• In order to prevent the bending 

polymer from collapsing, we 

applied an energy potential.

• Average running time is 

calculated by running algorithm 

to generate 1e5 time of iterations.

Example:



Performance test: Lattice

• Constraints: 𝑦𝑖 − 𝑦𝑖 − 1 = 0

• Where there is a chain between 𝑦𝑖
and 𝑦𝑖

• More constraints than particles.

• In order to prevent the lattice from 

collapsing, we applied an energy 

potential.

• Similarly, average running time is 

calculated by running algorithm to 

generate 1e5 time of iterations.

Example of a lattice:

Example of a 

collapsed lattice:



Analysis

 Saves time for calculating Jacobian Matrix and 
Matrix decomposition. 

 May need more iterations to converge.  

 when n gets larger, there is no significant 
increase in number of iteration for Symmetric 
Newton iteration method and CCMA method



Conclusion

 Symmetric Newton iteration method is a way to 

accelerate the Markov Chain Monte Carlo on 

Manifold.

 Future work: explore the performance of 

Symmetric Newton iteration on other manifold 

(e.g. polygon)



Thanks for Watching!


