
Stochastic Calculus, Courant Institute, Fall 2019
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Always check the classes message board before doing any work on the assignment.

Assignment 4, due October 7

Corrections: [none yet]

1. (Prediction, linear algebra, and conditional Gaussians) A multi-component
random variable is multivariate normal if its PDF has the form

p(x) =
1

Z
e−

1
2 (x−µ)

tH(x−µ) .

The precision matrix H should be symmetric and positive definite. The
mean is µ ∈ Rn. Let A be any symmetric positive definite matrix. Then it
is possible to find a matrix L with A = LLt. The Cholesky factorization is
one way to do this, but not the only way. The covariance matrix of X is the
n×nmatrix C = cov(X) with entries Cii = var(Xi) and Cij = cov(Xi, Xj)
if j 6= i. This PDF is written N (µ,C).

(a) Show that the covariance matrix is

C = E
[

(X − µ)(X − µ)t
]

= H−1 .

Hint: Use the substitution y = (Lt)
−1

(x − µ) in the integral that
represents the covariance matrix.

(b) Suppose n = n1 + n2 and we consider the first n1 and the last n2
components of X separately. Block matrix/block vector notation for
this can be

X =

(
X1

X2

)
, X1 ∈ Rn1 , X1 ∈ Rn1 , X2 ∈ Rn2

C =

(
C11 | C12

Ct12 | C22

)
, C11 = cov(X1) , etc.

Show thatX1 andX2 are independent if and only if C12 = cov(X1, X2) =
0. Hint: independence means the PDF is a product. A matrix is
block diagonal if and only if its inverse is block diagonal.

(c) Let M be an n × n non-singular matrix. Suppose Y = MX. Show
that Y is multivariate normal if and only if X is multivariate normal.
Hint: find the precision matrix HY for Y .

(d) Suppose we know X2 but not X1. Let X̂1 be a predictor of X1 from
X2. A linear predictor has the form

X̂1 = KX2 + b .
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Here K is an n1×n2 prediction matrix (also called regression matrix)
and b ∈ Rn1 is to get the mean of X1 right. The prediction residual
is R = X1− X̂1. Write a formula for K so that the conditional mean
of X1 is correct, which means

X̂1 = E[X1 | X2] .

Show that the prediction residual is independent of X2. Hint for
the last part: R and X2 are jointly Gaussian because there is an M
(why?) so that (

R
X2

)
= M

(
X1

X2

)
.

(e) Find a formula for cov(R), the covariance matrix of the prediction
residual.

(f) Let p(x1|x2) be the conditional PDF of X1, conditional on knowing
X2 = x2. Show that this conditional density is N (µ(x2), C(x2)).
Find formulas for the conditional mean µ(x2) and the conditional
covariance C(x2).

2. (Brownian bridge) Let Wt be a standard Brownian motion path (this has
var(∆W ) = ∆t, and no drift). Suppose there are three times 0 ≤ t1 < t2 <
t3. Denote the values at these times by Wtj = Wj , which is an abuse of
notation. The Brownian bridge construction is a stochastic interpolation
procedure where we create a Brownian motion path in a “top down” way.
First we create the large scale structure (see a later assignment), then we
fill in middle values in a way suggested by this exercise.

(a) Find the mean vector and covariance for the three component ran-
dom variable W = (W1,W21, .W3). To do this, multiply Gaussian
transition densities with the unconditional density of W1 to write a
formula for the joint density. Use this to identify H and µ. Find the
inverse of H to get the covariance matrix. This is an example of the
general calculations in Exercise 1.

(b) Use the method of Exercise 1 and the covariance calculations from
part (a) to find the conditional distribution (mean and 2× 2 covari-
ance matrix) of (W2,W3) conditional on W1 = w1.

(c) Use the method of Exercise 1 to find the conditional distribution of
W2 conditional on W1 = w1 and W3 = w3 known. Interpret the
conditional mean W 2(w1, w3, t1, t3) using linear interpolation. Why
is the conditional variance given both W1 and W3 lower than the
conditional variance given only W1?

3. Suppose Wt is a Brownian motion path and T is a random hitting time.
The stopped process is

Xt =

{
Wt if t < T
WT if t ≥ T .
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There are tricks involving martingales to calculate things about hitting
times.

(a) Find a representation of Xt as an Ito integral

Xt =

∫ t

0

fsdWs .

Make sure the fs you use is non-anticipating. You can do that by
explaining the strategy function F (w, t) so that ft = F (W[0,t], t).
Conclude that the stopped process is a martingale and that

E[Xt] = W0 .

(b) Suppose W0 = 0, and xl < 0 < xr, and that T is the first hitting
time, which is

T = min {t |Wt = xl or Wt = xr} .

Use the fact that this stopped process is a martingale to find a formula
for Pr(WT = xl). There is some tricky reasoning here, beyond the
simple martingale calculation. You may assume that E[T ] <∞.

(c) In general, suppose Yt is a martingale, T is a hitting time related
to Y , and Xt is the stopped process (stopped at t = T ). then (we
will show in a later class) that Xt is a martingale too. Here, we
apply this to hitting time for Brownian motion with drift Wt − at
with a > 0 and W0 = w0 > 0 as in Assignment 2. The martingale
is Yt = (Wt − at) + at and T is the first time Wt − at = 0. Show
(using methods from class 4, not the future) that Yt is a martingale
and find the Ito integral representation for the stopped process (not
quite the same as part (a) above). Assume that E[T ] <∞ and find
a simple formula for E[T ] in terms of a and w0.

(d) Find an integral representation for the martingale Yt = W 2
t − t. You

may use Ito’s lemma in the integral form. Suppose w0 = 0, and
xl < 0 < xr. Let T be the first time either Wt = a or Wt = −a.
Find a formula for E[T ]. Does it “scale” with a in a way that makes
sense?

4. Suppose St is geometric Brownian motion with parameters r (risk free
rate) and σ (vol). Let v(s) = (K − s)+, which is the “positive part” of
(K − s). This is (K − s) if K − s > 0 and 0 if K − s < 0. Find a formula
for

f(s0, t) = E[ (K − St)+ | S0 = s0] .

Do this by representing St in terms of a Brownian motion Wt as in the
class 4 notes. Write the expectation as an integral over w with the PDF of
Wt, then calculate the integral. The answer has two terms, both involving
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the cumulative normal N(a) = Pr(Z < a), with Z ∼ N (0, 1). Warning:
This is not the Black Scholes formula for the price of a European put
because it isn’t properly discounted. Hint: The integral over w runs from
−∞ to some number w∗, which depends on the parameters. In this range
(K − St)+ = K − St, so you get two integrals. The integrals involve
exponentials with quadratics. You do those by completing the square, as
we have done with Gaussian integrals before.

Computing exercise

This is an exercise in simulating a diffusion process using the SDE and using
the approximate sample paths to estimate an expected value. There is no demo
code to download for this. Most of what you need is in the demo codes from the
first three assignments. You can build the code for this exercise mostly using
cut-and-paste from earlier codes. Part of the exercise is to maintain coding
quality and style. This applies particularly to output and graphics.

The Euler method (also called Euler Mayurama) for dXt = a(Xt)dt+b(Xt)dWt

is
Xk+1 = Xk + a(Xk)∆t+ b(Xk)∆Wk .

This uses the abuse of notation Xk for the approximation of Xtk , where tk =
k∆t. The random variables ∆Wk are independent normals with mean zero
and variance (you know this) ∆t. For this problem, the SDE with be geometric
Brownian motion dSt = rStdt+σStdWt. You may use the formula E[St] = s0e

rt.

1. Create a Python code to generate N sample paths up to time t with time
step ∆t [Adjust ∆t down a little to make an integer number of time steps
as was done in Assignment 3.] Use this to generate N independent approx-
imate (approximate because ∆t > 0) samples of the random variable St.
Print out the sample mean and standard deviation to see that it converges
to what you know is the right answer. Choose parameters that make the
problem not too easy (parameters not too close to zero) and not too hard
(very large). Give computational evidence that that the estimates con-
verge to the right answer as ∆t→ 0 and N →∞. The numbers you print
should be formatted, well presented, and easy to read.

2. Now take r = 0 and s0 = 1 and σ = 1. Show that the work needed to get
an accurate estimate (code from part (a)) increases as t increases.

3. Write code to make a histogram of St. Look at the distribution for various
values of t to see that it is more skew when t is larger. Explain the difficulty
in estimating E[St] for large t.
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