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Always check the classes message board before doing any work on the assignment.

Assignment 2, due March 17

Corrections: [none yet]

1. (This exercise is the stability/consistency convergence proof for ODE) Sup-
pose we have an ODE ẋ = f(x) with initial condition x(0) = x0. The time
step is ∆t > 0. The discrete times are tn = n∆t. The approximate solu-
tion is xn ≈ x(tn). We will fix a final time T > 0 and define

M(T ) = max
tn<T

‖xn − x(tn)‖ .

A “stacked vector” with r lags is

Xn =


xn
xn−1

...
xn−r

 .

In this spirit, we could have stacked functions, such as

F (X) =


f(xn)
f(xn−1)

...
f(xn−r)

 .

The function defining the ODE is globally Lipschitz continuous if there is
an L so that, for all x and y,

‖f(x)− f(y)‖ ≤ L ‖x− y‖ .

[Locally Lipschitz is the condition that this inequality holds for all ‖x− x0‖ ≤
R and ‖y − x0‖ ≤ R. Most real nonlinear ODEs are locally Lipschitz but
not globally. The proof for locally Lipschitz is more complicated but not
harder.]

(a) Show that any linear multistep method may be formulated as

Xn+1 = AXn + ∆tF (Xn,∆t) . (1) ts

where F (X,∆t) is globally Lipschitz in the X variable if f is globally
Lipschitz. Constructing F from the linear multistep method may
involve more than just stacking. The Lipschitz constant L should
stay bounded as ∆t→ 0.
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(b) Show that any Runge Kutta method may be formulated in the form
(
ts
1), with F being globally Lipschitz if f is. This does not involve

stacking; you may takeXn = xn. But F is defined from f by applying
f to f (iteration or function composition). [The convergence proof in
this exercise is hard for linear multistep methods and relatively easy
for Runge Kutta methods. The hard parts related to linear algebra
are only for linear multistep methods.]

(c) Suppose B is a matrix with eigenvalues λ that all satisfy |λ]| < 1.
Show that there is a symmetric positive definite matrix Q so that if
y = Bx, then

‖y‖2Q ≤ ‖x‖
2
Q .

Here, ‖x‖2Q = xtQx is the (square of the) norm defined by Q. Hint:
Define Q indirectly as a quadratic form using

xtQx =

∞∑
n=0

(Bnx)
t
(Bnx) .

The sum converges because of the eigenvalue condition. The sum for
y = Bx differs from the sum for x only by one term.

(d) The method (
ts
1) is zero stable if the eigenvalues λ of A satisfy the two

conditions

(1) |λ| ≤ 1

(2) if |λ| = 1 , there is no Jordan block for λ

Show that if A is zero stable, then there is a symmetric positive
definite matrix R with

‖Rx‖2R ≤ ‖x‖
2
R .

Hint: if A is zero stable, there is a basis in which A takes the block
form

A =

(
D 0
0 B

)
Here, D is diagonal with all eigenvalues on the unit circle, and B has
all eigenvalues inside the unit circle.

(e) Show that there are constants C and C ′ independent of ∆t but de-
pending on R and L and the norm in which L is defined so that
if

Xn+1 = AXn + ∆tF (Xn,∆t) + ∆t rn

and

Yn+1 = AYn + ∆tF (Yn,∆t)
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then

‖Xn+1 − Yn+1‖Q ≤ (1 + C∆t) ‖Xn+1 − Yn+1‖Q + C ′∆t ‖rn‖ . (2) tsb

For this you need the fact from linear algebra that any two vector
norms in a given dimension are “equivalent”. For any other norm
‖x‖, there is a µ > 0 so that µ ‖x‖ ≤ ‖x‖Q ≤ µ−1 ‖x‖.

(f) Let Yn be the vector you get by stacking the exact solution x(tn).
The simple residual of a time stepping method is defined by

∆t rn = Yn+1 − [AYn + ∆tF (Yn,∆t)] .

A time stepping method is consistent to order s if ‖rn‖ ≤ C∆ts.
Show that if the time stepping method (

ts
1) is consistent to order s,

and if X0 = Y0, then

M(T ) ≤ ∆ts C ′
(
eCT − 1

)
.

(g) Show that any Runge Kutta method and any Adams method is zero
stable.

(h) (Nothing to hand in for this) This is the stability plus consistency
implies convergence argument of Dahlquist and Lax. The stability
condition is the eigenvalue condition of part (d). The consistency
condition is the bound on the residual in part (f). If a method is
stable, then the ultimate error is of the same order (power of ∆t) as
the residual.

2. Consider a one lag linear multistep method of the form

xn+1 = axn + bxn−1 + ∆tcf(xn) + ∆tdf(xn−1) .

Find the constants a, b, c, and d to give the method the highest possible
order of accuracy. Show that the resulting method is not zero stable.

3. Consider the four stage fourth order Runge Kutta method with ∆t = 1
applied to

ẋ = iωx .

Find the range of ω for which the method is stable.
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