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Incompressible viscoelastic materials are prevalent in biological applications. In this paper
we present a method for incompressible viscoelasticity in which the elasticity of the mate-
rial is described in Lagrangian form (i.e. in material coordinates), and Eulerian (spatial)
coordinates are used for the equations of motion and to enforce the incompressibility con-
dition. The elastic forces are computed directly from an energy functional without the use
of stress tensors, and the immersed boundary method is used to communicate between
Lagrangian and Eulerian variables. The method is first applied to a warm-up problem, in
which a viscoelastic incompressible material fills a two-dimensional periodic domain.
For this problem, we study convergence of the velocity field, the deformation map, and
the Eulerian force density. The numerical results indicate that the velocity field and defor-
mation map converge strongly at second order and the Eulerian force density converges
weakly at second order. Incompressibility is well maintained, as indicated by area conser-
vation in this 2D problem. Finally, the method is applied to a three-dimensional fluid–
structure interaction problem with two different materials: an isotropic neo-Hookean
model and an anisotropic fiber-reinforced model.

� 2012 Elsevier Inc. All rights reserved.
1. Introduction

Incompressible viscoelastic materials are present in a variety of applications. Biological tissue, for example, is often mod-
eled as an incompressible viscoelastic material. Computing the motion of these materials is difficult because elastic forces
are most naturally described in Lagrangian (material) coordinates whereas the incompressibility constraint and the viscous
forces are most simply described in Eulerian (spatial) coordinates.

In this paper, we introduce a method for incompressible viscoelasticity that formulates the elastic forces in terms of
Lagrangian coordinates and the equations of motion, the incompressibility condition, and the viscous forces in terms of Eule-
rian coordinates. To convert from one coordinate system to the other one, we use the numerical apparatus of the immersed
boundary method [3]. The Lagrangian part of our method resembles finite element methods for elasticity in that we use a
triangular (in 2D) or tetrahedral (in 3D) Lagrangian mesh and describe deformations by piecewise linear functions. There
are no stress tensors in our formulation, however. Instead, the elastic forces are computed directly from an energy functional.
Finally, the equations remain in their strong form, so no system of equations involving the mass matrix needs to be solved.

In Section 2, we derive our model of incompressible viscoelasticity. First, we give a description of the elastic forces
in terms of the derivative of an energy functional and explain how this formulation relates to the more conventional
stress-based formulation of elasticity. Our definition of the elastic forces is given in material coordinates. Next, we write
the equations of motion for the elastic material and incompressibility constraint in spatial coordinates. The equations of
. All rights reserved.
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motion include a forcing term to account for the elastic forces. At this point, we introduce the immersed boundary method to
compute this Eulerian forcing term from the elastic forces defined in Lagrangian coordinates.

In Section 3, we present a discretization of our model. We approximate the deformation map by a piecewise linear func-
tion and use this approximation to compute the forces in material coordinates. These computations take place on a tetrahe-
dral mesh in three dimensions and a triangular mesh in two dimensions. The Eulerian equations of motion are discretized
using finite differences over a Cartesian staggered grid. The immersed boundary method is the mechanism by which we
transfer information from the triangular or tetrahedral mesh to the staggered grid and vice versa.

Finally, we present our numerical results in Section 4. We begin with our two-dimensional results in which a viscoelastic
material fills a periodic domain. The elastic material is initially undeformed, but it is given a nonzero initial velocity. The
material deforms under this velocity, and generates elastic forces that result in a damped oscillation around the reference
configuration. We simulate this problem under two choices of the elastic energy functional: a linear elasticity model and
a neo-Hookean model. The linear elasticity model is applied to a case with small displacements and the neo-Hookean model
to one with large displacements.

For this problem, we perform an area conservation study in which we compare the area of a material disk with its initial
area as it deforms. The results of this study indicate that incompressibility is well maintained by the method. We also study
convergence of the velocity field, the deformation map, and the elastic force density on the Eulerian grid, for both choices of
the elastic energy functional. Our results indicate that the velocity field and deformation map converge strongly at second
order, and that the Eulerian force density converges weakly at second order.

Finally, we apply our method to a large-deformation fluid–structure interaction problem in three dimensions. An incom-
pressible viscoelastic thick shell is immersed in incompressible fluid. The system is given an initial velocity which deforms
the elastic shell and consequently generates elastic forces in the shell. These elastic forces give rise to large-amplitude
damped motions of the elastic shell about its reference configuration.

We simulate this problem under two material models for the thick elastic shell: a three-dimensional isotropic neo-Hook-
ean model and an anisotropic material model. This example demonstrates the ease with which one material model can be
switched for another model within the framework of the present paper. This is an advantage in comparison to the more tra-
ditional immersed boundary method [1] in which elastic materials are modeled as networks of (possibly nonlinear) springs.
Such networks have to be designed anew for each case, their parameters are not related in an obvious way to the elastic
moduli of the continuum description, and it is especially difficult to simulate an isotropic material undergoing large defor-
mations as a network of springs.

Our method is not the first immersed boundary method to use a finite-element-like discretization of the elastic material,
in which forces are computed by taking the derivative of an energy function [16]. In the present paper, however, we put the
entire burden of enforcing incompressibility on the Eulerian fluid solver, without any need for an auxiliary pressure associ-
ated with the elastic material, and we demonstrate the simplicity with which it is possible to replace one hyperelastic mate-
rial model by another within the framework of our finite-element-like discretization. Also, the method introduced in [16] is
applied only to examples in two dimensions. Here, we present an application to a three-dimensional fluid-structure inter-
action problem. Finally, the present paper contains the first application of the immersed boundary method to a pure incom-
pressible viscoelasticity problem, without any physical fluid. This application provides the setting for a convergence study,
which demonstrates empirical second-order accuracy of the immersed boundary method when used in this manner, i.e., in
the absence of fluid-structure interfaces. This convergence study, moreover, raises an interesting theoretical issue, the weak
convergence of the force density that accompanies the strong convergence of the velocity and displacement fields.

2. Model derivation

In this section we derive our energy-based model for incompressible viscoelasticity. The equation of motion for a visco-
elastic solid in spatial coordinates is given by
q
Dv
Dt
¼ rx � re þrx � rv ð1Þ
where v(x, t) is the velocity of the material points expressed as a function of fixed position x and time t, q is the density, re is
the Cauchy stress tensor that describes the elastic stresses, and rv is the Cauchy stress tensor that describes the viscous
forces. For now we allow compressibility and specialize to the incompressible case later.

In the following, we use x to denote spatial coordinates and s to denote material coordinates. For clarity, we also empha-
size the variable of differentiation in the differentiation operators. For example, rx denotes the gradient with respect to x.

Recall that
Dv
Dt
¼ @v
@t
þ v � rxv ð2Þ
is the material derivative of v; that is, it is the time derivative of v following the material points.
Our goal is to replacerx � re with forces that can be calculated directly from an energy functional. For this purpose, let us

assume that we have a hyperelastic material. Hyperelastic means the constitutive law for the stress tensors is given in terms
of a stored energy potential W ¼WðFÞ. Here, F is the deformation gradient whose components are given by Fij ¼ @Xi

@sj
and

x = X(s, t) is the deformation map at time t [2].
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Recall that the first Piola–Kirchoff stress tensor P is the stress per unit undeformed area. It is related to the Cauchy stress
by the following identity
Z

@V
redA ¼

Z
@V0

PdA0 ð3Þ
where V = X(V0, t) is the image of V0 under the deformation X(s, t) at time t [2].
Eq. (3) and the divergence theorem imply that
rx � reðx; tÞ ¼ 1
JðX�1ðx; tÞ; tÞ

ðrs � PÞðX�1ðx; tÞ; tÞ ð4Þ
where s = X�1(x, t) is the inverse of x = X(s, t) at time t and
J ¼ det F ð5Þ
is the Jacobian of the transformation x = X(s, t). In our notation, rx � re is a vector and each component of the vector is de-
fined as
ðrx � reÞi ¼
P3
j¼1

@re
ij

@xj
ð6Þ
Hyperelasticity [2] implies that the constitutive law for P is given by
P ¼ @W
@F

ð7Þ
In component form, we have
Pij ¼
@W
@Fij

ð8Þ
The energy associated with W is given by
E½X� ¼
Z

X0

WðFÞds ð9Þ
where X0 is the domain for the material coordinates and the reference configuration of the material. Here we have hidden
the dependence of F on x = X(s, t) and therefore on the material coordinates s.

Define the following force in terms of the variational derivative of the energy
Fðs; tÞ ¼ � dE
dX
ðs; tÞ ð10Þ
The variational derivative dE
dX is defined as follows. Consider a perturbation dX = dX(s). To be called a perturbation, dX must

satisfy certain smoothness properties and boundary conditions; these conditions depend on the particular problem. In elas-
ticity, dX is usually a function in H2 and it either satisfies Dirichlet or periodic boundary conditions. Notice that the pertur-
bation is not a function of time. Let a 2 R. Then /dX(a) = E[X + adX] is a function of a for a given deformation X and
perturbation dX. The variational derivative dE

dX is the function which satisfies the equation
d/dX

da

����
a¼0
¼
Z

X0

dE
dX
ðs; tÞ � dXðsÞds ð11Þ
for all allowed perturbations dX.
Typically, dE

dX can be computed by first calculating the derivatives d/dX
da ja¼0 for a general dX. This results in integrals which

involve derivatives in dX; these derivatives can be removed by performing integration by parts. Applying the boundary con-
ditions will give an expression of the form

R
X0

dE
dX ðs; tÞ � dXðsÞds.

F(s, t) represents the force per unit undeformed volume. In order to compare it with rx � re we need the force per unit
deformed volume. Let f(x, t) describe this force density. Then f(x, t) is defined by the equation
Z

V
fðx; tÞdx ¼

Z
V0

Fðs; tÞds ð12Þ
in which V0 is an arbitrary region in the undeformed configuration. V is defined as in (3).
Performing a change of variables we obtain
Z

V
fðx; tÞdx ¼

Z
V

FðX�1ðx; tÞ; tÞJ�1ðX�1ðx; tÞ; tÞdx ð13Þ
Since this equation is true for all regions V,
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fðx; tÞ ¼ 1
JðX�1ðx; tÞ; tÞ

FðX�1ðx; tÞ; tÞ ð14Þ
In Appendix A we show that
F ¼ rs � P ð15Þ

It follows from (4) that
f ¼ rx � re ð16Þ

This implies that we can replacerx � re with f to obtain a model for the elastic solid which does not involve any elastic stress
tensors. (The viscous stress tensor still remains, but it will disappear when we specialize to the incompressible case, below.)

Replacing rx � re(x, t) with f(x, t) = F(X�1(x, t), t)/J(X�1(x, t), t) in (1) gives
q
@v
@t
þ v � rxv

� �
¼ 1

JðX�1ðx; tÞ; tÞ
FðX�1ðx; tÞ; tÞ þ rx � rv ð17Þ

Fðs; tÞ ¼ � dE
dX
ðs; tÞ; E½X� ¼

Z
X0

WðFÞds ð18Þ
This is a model for the elastic solid which involves forces that can be calculated directly from an energy functional and con-
tains no stress tensors for the elastic forces. Notice that the equations of motion are written in Eulerian coordinates whereas
the equation for the force is described in Lagrangian coordinates.

2.1. The case of incompressible deformation

In modeling incompressible deformations, we impose the constraint of incompressibility in Eulerian form where it is a
linear condition (rx � v = 0) instead of using its nonlinear Lagrangian form @J

@t ¼ 0, i.e., J(s, t) = J(s), independent of t.
Then (17) and (18) become
q
@v
@t
þ v � rxv

� �
þrxp ¼ 1

JðX�1ðx; tÞÞ
FðX�1ðx; tÞ; tÞ þ lDxv ð19Þ

rx � v ¼ 0 ð20Þ

Fðs; tÞ ¼ � dE
dX
ðs; tÞ; E½X� ¼

Z
X0

WðFÞds ð21Þ
where we have chosen rv to be the Navier–Stokes stress tensor and used incompressibility to simplify the expression for the
viscous forces. The constant l is the viscosity. Note that there are no stress tensors in this formulation, since we have chosen
to write viscous stresses in Eulerian coordinates, and since we compute the elastic forces from an energy functional.

We consider the case of an isotropic elastic material. Isotropic implies that W = W(I1, I2, I3) where I1, I2, I3 are the invariants
of the right Cauchy–Green deformation tensor C ¼ FTF [2].

More specifically,
I1 ¼ trðCÞ ð22Þ

I2 ¼
1
2
ðtrðCÞ2 � trðC2ÞÞ ð23Þ

I3 ¼ detðCÞ ð24Þ

In the special case that X(s,0) = s, we have J � 1, which implies that I3 � 1.

Let
cW ðI1; I2Þ ¼WðI1; I2;1Þ ð25Þ
and
bE½X� ¼ Z
X0

cW ðI1; I2Þds ð26Þ
In Appendix B, we prove that the difference between the Eulerian force densities corresponding to dE
dX and dbE

dX is a gradient
term. Since this difference can be incorporated into the term rx p, the resulting motion is the same if E is replaced by bE
in (21); the only difference is the calculated pressure.

It is numerically advantageous to use the simplified energy functional (26) instead of the full energy functional (9). In the
‘Results’ section, we comment on this briefly.

2.2. Immersed boundary formulation of model

Replacing rx � re(x, t) by f(x, t) = F(X�1(x, t), t)/J(X�1(x, t), t) as in (19) allows us to compute the elastic forces without ref-
erence to a stress tensor, but this formulation of f is difficult to use in numerical computations. We are interested in com-
puting f on a grid in the spatial domain. The above formula says that for each x in the grid, we need to compute its
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corresponding material point X�1(x, t) and then evaluate F at X�1(x, t). This is a complicated procedure, which we avoid as
follows.

In this subsection, our goal is to rewrite f(x, t) in terms of an explicit formula which involves F(s, t); this formula must
perform an implicit change of coordinates so we do not have to compute X�1(x, t). This is exactly what the immersed bound-
ary formulation accomplishes [3].

If our interpolation formula performs a change of variables, we must write f(x, t) in terms of an integral. This can be done
by introducing the Dirac delta function:
fðx; tÞ ¼
Z

X
fðy; tÞdðx� yÞdy ð27Þ

¼
Z

X

1
JðX�1ðy; tÞÞ

FðX�1ðy; tÞ; tÞdðx� yÞdy ð28Þ
If we perform the formal change of variables a = X�1(y, t) then we obtain
fðx; tÞ ¼
Z

X0

Fða; tÞdðx� Xða; tÞÞda ð29Þ
This is the immersed boundary recipe for the evaluation of f(x, t). Neither the Jacobian J nor the inverse coordinate transfor-
mation s = X�1(x, t) appears in (29).

Note that the integration variable a appears nonlinearly in the argument of the delta function through X(a, t). Thus, the
numerical values of f and F are not the same at corresponding points. Instead, f and F are corresponding densities. (Their
numerical values do coincide at corresponding points, however, in the special case J � 1.)

Using the above formulation for f(x, t) we can rewrite (19)–(21) as
q
@v
@t
þ v � rxv

� �
þrxp ¼

Z
X0

Fðs; tÞdðx� Xðs; tÞÞdsþ lDxv ð30Þ

rx � v ¼ 0 ð31Þ

Fðs; tÞ ¼ � dE
dX
ðs; tÞ; E½X� ¼

Z
X0

WðFÞds ð32Þ
In the system described by Eqs. (30)–(32), v(x, t), p(x, t), and X(s, t) are the unknowns. This is a system with 4 equations and 7
unknowns (counting the components of v and X). To complete the system we append the 3 equations
@X
@t
ðs; tÞ ¼ vðXðs; tÞ; tÞ ð33Þ
which is simply the definition of the velocity field v. We also assume periodic boundary conditions for the velocity field.
The complete system of equations is given by
q
@v
@t
þ v � rxv

� �
þrxp ¼ lDxv þ f ð34Þ

rx � v ¼ 0 ð35Þ

fðx; tÞ ¼
Z

X0

Fðs; tÞdðx� Xðs; tÞÞds ð36Þ

Fðs; tÞ ¼ � dE
dX
ðs; tÞ; E½X� ¼

Z
X0

WðFÞds ð37Þ

@X
@t
ðs; tÞ ¼ vðXðs; tÞ; tÞ ¼

Z
X

vðx; tÞdðx� Xðs; tÞÞdx ð38Þ
Note that the second equality in (38) is just the defining property of the Dirac delta function. We include this version of (38)
here because it will become useful when we discretize the above system.

We call this the immersed boundary formulation of incompressible viscoelasticity, even though there is no immersed
boundary in the problem we are considering. The reason for this terminology is that we are using the mathematical appa-
ratus of the immersed boundary method, see [3].

Note the duality between (36) and (38), both of which involve conversions between Lagrangian and Eulerian
variables. These conversions are accomplished by integral transformations in which the Dirac delta function appears as a
kernel.

3. Discretization of the model

In this section, we present a discretization of Eqs. (34)–(38). First, we describe a method for approximating the Lagrangian
force density F(s, t). Then we discuss a discretization of the interaction equations ((36) and (38)), a discretization of the
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spatial differential operators in the equations of motion, and an approximation to the delta function. Finally, we present a
temporal discretization of the spatially discretized system.

3.1. Computational meshes

In this subsection, we will describe the meshes used in the discretization of the system. We take X0 = [0,2p]d, where d = 2
or 3, as the reference configuration of the material. X0 is discretized using a triangular mesh in two dimensions and a tet-
rahedral mesh in three dimensions. The elastic forces are computed at the vertices of each element. (In the following, we
refer to the vertices as finite element nodes.) The positions of these vertices in the reference configuration are denoted by
sð1Þ; sð2Þ; . . . ; sðNv Þ; in the deformed configuration, they are denoted by Xð1Þ;Xð2Þ; . . . ;XðNv Þ. In the following, we will focus on
the three-dimensional case. The two-dimensional case is similar.

In our discretization, we use finite differences on a staggered grid to solve the Eulerian equations of motion [4]. We take
the domain for the spatial coordinates to be X = [0,2p]3.

Let
gh
1 ¼ ih; jþ 1

2

� �
h; kþ 1

2

� �
h

� �
; i; j; k ¼ 0; . . . ;N � 1

� �
ð39Þ

gh
2 ¼ iþ 1

2

� �
h; jh; kþ 1

2

� �
h

� �
; i; j; k ¼ 0; . . . ;N � 1

� �
ð40Þ

gh
3 ¼ iþ 1

2

� �
h; jþ 1

2

� �
h; kh

� �
; i; j; k ¼ 0; . . . ;N � 1

� �
ð41Þ

gh
c ¼ iþ 1

2

� �
h; jþ 1

2

� �
h; kþ 1

2

� �
h

� �
; i; j; k ¼ 0; . . . ;N � 1

� �
ð42Þ
The velocity component va is defined on the grid gh
a and the pressure p is defined on gh

c . We refer to this staggered grid as the
Eulerian grid.

3.2. Lagrangian force computations

Given a tetrahedral mesh for the reference configuration, we approximate the deformation x = X(s, t) by a linear function
on each tetrahedron T. We denote the overall piecewise linear function by eX.

In particular,
eXiðs; tÞjT ¼
P3
j¼1

aijsj þ bi ð43Þ
Note that if Xðk0ÞðtÞ; Xðk1ÞðtÞ; Xðk2ÞðtÞ, and Xðk3ÞðtÞ are the positions of the vertices of tetrahedron T at time t then each aij is
determined by these four vectors.

Applying the energy functional E to the deformation eX gives E½eX�, which depends on aij and therefore on X(k), k = 1, . . . ,Nv.
That is,
E½eX� ¼ eEðXð1Þ; . . . ;XðNv ÞÞ
Note that eEðXð1Þ; . . . ;XðNv ÞÞ is the exact elastic energy of the piecewise linear deformation with vertices Xð1Þ; . . . ;XðNv Þ.
Recall that Fðs; tÞ ¼ � dE

dX ðs; tÞ; that is, the Lagrangian force density is the variational derivative of the energy functional.
Analogously, we define
FðkÞ ¼ � @eE
@XðkÞ

ð44Þ
Here, @eE
@XðkÞ

denotes the gradient of eE with respect to X(k), that is,
@eE
@XðkÞ

 !
l

¼ @eE
@XðkÞl
for l = 1,2,3. The derivatives @eE=@XðkÞ are calculated analytically, not numerically (see below).
We take F(k) as the force at the kth finite element node. We point out that F(k) is a force and not a force density. Thus, as

Nv ?1 and the meshwidth of the tetrahedral mesh goes to zero, F(k) ? 0 for each k. The sum of the F(k) over all nodes k that
fall within a fixed region of space at some given time has a finite limit as Nv ?1, however.

In order to compute F(k), we compute the force at node k contributed by each individual tetrahedron T, and then add up
these forces over all of the tetrahedra that touch node k.

In particular, let
ET ½X� ¼
Z

T
WðFÞds ð45Þ
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and
 eETðXð1Þ; . . . ;XðNv ÞÞ ¼ ET ½eX� ð46Þ

Then eET is the elastic energy contributed by tetrahedron T. Although we have written eET as a function of X(k), k = 1, . . . ,Nv,
notice that eET is only a function of the current positions of the four vertices of T.

Then
FðkÞT ¼ �
@eET

@XðkÞ
ð47Þ
is the force at node k contributed by an individual tetrahedron.
To compute FðkÞT , we use the fact that eX is linear when restricted to a tetrahedron. Then
Fij ¼
@eXi

@sj
¼ aij ð48Þ
by Eq. (43). Using Eqs. (45) and (46), we can write
eET ¼
Z

T
Wð. . . ; aij; . . .Þds ð49Þ
The transformation entries aij, i, j = 1, . . . ,3, are constant for each tetrahedron, so we can trivially evaluate the integral in (49)
exactly:
eET ¼Wð. . . ; aij; . . .ÞV refðTÞ ð50Þ

where Vref(T) denotes the volume of T in the reference configuration.

Thus,
FðkÞT ¼ �
P3

i;j¼1

@W
@aij

@aij

@XðkÞ
V refðTÞ ð51Þ
Formulae for the @aij/@X(k) in terms of the positions of the vertices of T in the deformed configuration can be found in Appen-
dix C.

Note that if node k is not a vertex of T then the aij do not depend on X(k), and, therefore, FðkÞT ¼ 0. Consequently, we need
only calculate FðkÞT for the nodes on T. Also, note that only the formula for @W/oaij changes if the material model changes. The
formulae for @aij/@X(k), and therefore the code that evaluates these formulae, are independent of the choice of the stored en-
ergy potential W. This makes it easy to switch from one material model to another.

To compute F(k) from FðkÞT , we use the identity
FðkÞ ¼
P

T
FðkÞT ð52Þ
Since FðkÞT depends only on the configuration of tetrahedron T, we can compute the FðkÞT in parallel.
The procedure for computing F(k) via FðkÞT is similar to assembling stiffness matrices in finite element computations. For

each T, we first compute Fðk0Þ
T ; Fðk1Þ

T ; Fðk2Þ
T ; Fðk3Þ

T , where k0, k1, k2, and k3 denote the indices of the nodes of T, and then add these
contributions to the global force vectors Fðk0Þ; Fðk1Þ; Fðk2Þ; Fðk3Þ. In this procedure, we need only know which vertices belong to
a particular tetrahedron, rather than which tetrahedra touch a particular node. Although the tetrahedral mesh used in the
present paper was constructed by hand, automatic mesh generators typically provide the needed information. Note that un-
like finite element computations, our method does not use shape functions in our force computations, and we do not solve a
linear system involving the mass matrix.

3.3. Discretization of interaction equations

In this subsection, we present a discretization of Eqs. (36) and (38). Let dh(x) be an approximation to the delta function
d(x) (which is defined for all x 2 R3). (There are different choices for approximating the delta function. We will mention our
recommendation in a later subsection.)

Recall the interaction equations for the velocity field and Eulerian force density:
vðXðs; tÞ; tÞ ¼
Z

X
vðx; tÞdðx� Xðs; tÞÞdx ð53Þ

fðx; tÞ ¼
Z

X0

Fðs; tÞdðx� Xðs; tÞÞds ð54Þ
We use the trapezoidal rule (on our periodic domain) to discretize (53)
vaðXðs; tÞ; tÞ ¼
P

x2gh
a

vaðx; tÞdhðx� Xðs; tÞÞh3 ð55Þ
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Notice that this is an interpolation formula for computing va at an arbitrary point X(s, t) given va on the equally spaced grid
gh

a [3].
We discretize (54) in a manner similar to (53)
faðx; tÞ ¼
PNv

k¼1
FðkÞa dhðx� XðkÞÞ for all x 2 gh

a ð56Þ
where
FðkÞ ¼ � @eE
@XðkÞ

ð57Þ
Since F(k) is a force and not a force density, there is no need to attribute a specific volume to the kth finite element node.
Note in particular the absence of any factor corresponding to ds in (56). This is because F(k) as defined by (57) is already O(ds).

3.4. Discretization of Eulerian equations

Now we discuss a discretization of the spatial differential operators in the equations of motion. First, we rewrite the equa-
tions of motion to put the convection term into a skew-symmetric form. Since rx � v = 0 we have the identity
v � rx/ ¼
1
2

v � rx/þ
1
2
rx � ðv/Þ ð58Þ
for all scalar-valued functions /.
In component form, the equations of motion become
q
@va

@t
þ 1

2
v � rxva þ

1
2
rx � ðvvaÞ

� �
þ @p
@xa
¼ lDxva þ

Z
X0

Faðs; tÞdðx� Xðs; tÞÞds ð59Þ
for each a = 1,2,3, together with the constraint
rx � v ¼ 0 ð60Þ
This form is essential for deriving the viscous decay of the energy in the spatially discretized case. (See [3] for more details.)
Let
Dh
a/ :¼

/ xþ h
2 ea

� �
� / x� h

2 ea
� �

h
; a ¼ 1;2;3 ð61Þ
be the central difference approximation to the first order partial derivative @
@xa

. Here, e1, e2, e3 are the standard basis vectors.
Notice that Dh

a/ is not defined on the same grid as /. For example, if / is defined on gh
c then Dh

a/ is defined on gh
a. The

function D2h
a / is defined, however, on the same grid as /.

We take
Dh :¼ Dh
1;D

h
2;D

h
3

	 

ð62Þ
as a discretization to the gradient operator.
Let
Lh/ :¼
P3
a¼1

/ðxþ heaÞ � 2/ðxÞ þ /ðx� heaÞ
h2 ð63Þ
be the central difference approximation to the Laplacian operator. Lh/ is defined on the same grid as /, and this can be any of
the grids gh

a.
Next, let S(v)/ denote the discretization to 1

2 v � rx/þ 1
2rxðv/Þ. To define this discretization we need the operator
Ih
b!a/ðxÞ :¼

P
y2gh

b

/ðyÞdhðy � xÞh3 ð64Þ
where x 2 gh
a. Note that Ih

b!a defines an interpolation operator from functions defined on gh
b to functions defined on gh

a. Then
we define, with the help of the above interpolation operator,
SðvÞva ¼
1
2
P3
b¼1

Ih
b!avb

	 

D2h

b va þ D2h
b Ih

b!avb

	 

va

	 
	 

ð65Þ
Notice that S(v)va is defined on gh
a. The operator Ih

b!a is used to define the velocity v that appears in the operator S(v). This
means that we use the same interpolation scheme to construct the convection velocity v as we do to evaluate the velocity
that is used to move the finite element nodes.

Using these difference operators, (55) and (56), the spatially discretized system becomes
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q
dva

dt
þ SðvÞva

� �
þ Dh

ap ¼ lLhva þ fa for all x 2 gh
a ð66Þ

Dh � v ¼ 0 for all x 2 gh
c ð67Þ

faðx; tÞ ¼ �
PNv

k¼1

@eE
@XðkÞ

dhðx� XðkÞÞ for all x 2 gh
a ð68Þ

dXðkÞa

dt
¼
P

x2gh
a

vaðx; tÞdhðx� XðkÞÞh3 ð69Þ
3.5. Discretization of the delta function

In the numerical simulations of this paper, the following discretization was used for the delta function:
dhðxÞ :¼ 1

h3 /
x
h

	 

/

y
h

	 

/

z
h

	 


where /(r) is defined as
/ðrÞ ¼

1
8 3� 2jrj þ

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ 4jrj � 4jrj2

q� �
for all 0 6 jrj 6 1

1
8 5� 2jrj �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
�7þ 12jrj � 4jrj2

q� �
for all 1 6 jrj 6 2

0 for all jrjP 2

8>>>>><>>>>>:
ð70Þ
A discussion of the motivation for this discretization can be found in [3].

3.6. Temporal discretization

We now discuss a second-order temporal discretization of the spatially discretized system given by (66)–(69) [3]. The
timestepping scheme will be based on the following second-order Runge–Kutta method.

Let
y0ðtÞ ¼ fðt; yÞ ð71Þ
Then the second-order Runge–Kutta method is given by two steps:

Step 1:
ynþ1
2 ¼ yn þ Dt

2
fðtn; ynÞ ð72Þ
Step 2:
ynþ1 ¼ yn þ Dtf tnþ1
2
; ynþ1

2

	 

ð73Þ
where yn is the approximation to y(tn).

Our timestepping scheme for (66)–(69) is a modification of the foregoing Runge–Kutta method. (The equations are stated
here, and the specific order in which they are used will be explained later.)

Step 1:
q
vnþ1

2
a � vn

a
Dt
2

þ SðvnÞvn
a

 !
þ Dh

apnþ1
2 ¼ lLhvnþ1

2
a þ f

nþ1
2

a for all x 2 gh
a ð74Þ

Dh � vnþ1
2 ¼ 0 for all x 2 gh

c ð75Þ

f
nþ1

2
a ðxÞ ¼ �

PNv

k¼1

@eE
@XðkÞ

. . . ;XðlÞ tnþ1
2

	 

; . . .

	 

dh x� XðkÞ tnþ1

2

	 
	 

for all x 2 gh

a ð76Þ

XðkÞa tnþ1
2

	 

� XðkÞa ðtnÞ

Dt
2

¼
P

x2gh
a

vn
aðxÞdhðx� XðkÞðtnÞÞh3 ð77Þ
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Step 2:
q
vnþ1

a � vn
a

Dt
þ S vnþ1

2

	 

vnþ1

2
a

� �
þ Dh

a~pnþ1
2 ¼ lLh 1

2
vn

a þ vnþ1
a

� �� �
þ f

nþ1
2

a for all x 2 gh
a ð78Þ

Dh � vnþ1 ¼ 0 for all x 2 gh
c ð79Þ

XðkÞa ðtnþ1Þ � XðkÞa ðtnÞ
Dt

¼
P

x2gh
a

vnþ1
2

a ðxÞdh x� XðkÞ tnþ1
2

	 
	 

h3 ð80Þ
Here, vn(x) is the approximation to the velocity v(x, tn) and X(k)(tn) is the approximation to the deformation X(s(k), tn). Similar
notation is used for the other variables. Both pnþ1

2 and ~pnþ1
2 produce approximations to p at tnþ1

2
; they may be different since

they are byproducts of solving different linear systems.

In the standard second-order Runge–Kutta scheme, all of the terms are treated explicitly in the first step; in our discret-
ization of the equations of motion, we instead treat the Dhp and Lhv terms implicitly by evaluating them at the (n + 1/2) time-
step rather than the nth timestep. In the second step, we use the Crank–Nicolson scheme on the diffusion term Lhv. Both of
these modifications improve stability.

The basic procedure for solving the discretized equations at each time step (having computed vn, X(k)(tn) at the previous
timestep) is as follows:

Step 1:
1. Compute XðkÞ tnþ1

2

	 

via (77).

2. Use XðkÞ tnþ1
2

	 

to compute fnþ1

2 via (76).
3. Solve (see below) the equations of motion given by (74) and (75) to compute vnþ1

2 and pnþ1
2.

Step 2:
1. Using fnþ1

2 from Step 1, solve (see below) the equations of motion given by (78) and (79) to compute vn+1 and ~pnþ1
2.

2. Use vnþ1
2 and XðkÞðtnþ1

2
Þ from Step 1 (as well as X(k)(tn)) to compute Xk(tn+1) via (80).

Notice that the order of the substeps in Step 2 does not matter (since they are independent of each other). Also, the force fnþ1
2

only needs to be computed once in Step 1. One might wonder why we bother to compute the velocity field vn+1, since it is not
used in the update of the position variables X(k). It is, however, used in the next timestep, where it plays the role of vn.

Eqs. (74) and (75) in Step 1 and (78) and (79) in Step 2 each result in a 4N3 � 4N3 linear system that needs to be solved. In
both steps, the linear system can be written in the form
I � lDt
2q

Lh
� �

va þ Dh
aq ¼ wa for all x 2 gh

a ð81Þ

Dh � v ¼ 0 for all x 2 gh
c ð82Þ
where, in Step 1,
va ¼ vnþ1
2

a ; q ¼ Dt
2q

pnþ1
2; wa ¼ vn

a �
Dt
2

SðvnÞvn
a þ

Dt
2q

f
nþ1

2
a ð83Þ
and, in Step 2,
va ¼ vnþ1
a ; q ¼ Dt

q
~pnþ1

2; wa ¼ vn
a � DtS vnþ1

2

	 

vnþ1

2
a þ lDt

2q
Lhvn

a þ
Dt
q

f
nþ1

2
a ð84Þ
Since va and q are periodic and defined on uniform grids, the Discrete Fourier Transform (DFT) can be used to solve the
linear systems. It would be complicated, however, to apply the DFT directly to (81) since each of the va and q are defined on
different grids. Instead, we first apply the discrete divergence operator to Eq. (81) to obtain an equation for q:
Lhq ¼ Dh �w ð85Þ
Here, we have made use of two operator identities: Dh � Dh = Lh and Dh
aLh ¼ LhDh

a. The first identity follows from Eqs. (61)–(63)
and the second identity is true because we have periodic boundary conditions.

Eq. (85) is an N3 � N3 linear system in which q, Lhq, and Dh �w are all defined on the grid gh
c . Application of the DFT to this

system reduces it to N3 scalar equations that can be solved in parallel. Application of an inverse DFT then yields the solution
q. With q known, we have three separate linear systems, one for each of the va:
I � lDt
2q

Lh
� �

va ¼ wa � Dh
aq ð86Þ
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Each of these linear systems is defined on its own grid gh
a and can be solved by DFT for va in the same manner as Eq. (85) was

solved for q, as described above.

4. Numerical results

4.1. 2D results

In this subsection, we present our two-dimensional results. We apply the method to a warm-up problem in which an
incompressible viscoelastic material fills a periodic domain. The elastic material is initially undeformed but has a nonzero
initial velocity. It deforms under this velocity, generating elastic forces that result in a damped oscillation around the unde-
formed reference configuration.

As described in Section 3, a staggered grid is used to discretize the spatial domain and a triangular mesh to discretize the
reference configuration of the material. We generated a coarse triangular mesh on our 2p � 2p periodic domain in the fol-
lowing way. First we generated a Cartesian grid of points on this domain with meshwidth hc = 2p/64. Next, we randomly
moved each point on the grid except for the corners of the domain. Each point was allowed to move at most a distance
of b2Dhc in each direction where b2D was chosen to prevent thin or poorly shaped elements. We used b2D = 0.3. In construct-
ing the mesh, the points on the boundary were constrained to stay on the boundary, but they were allowed to move along a
boundary edge. The set of perturbed grid points was fed into Matlab’s Delaunay Triangulation function to create a triangular
mesh with effective meshwidth close to hc. To refine the coarse mesh, each triangle was divided into four new triangles by
connecting the midpoints of the edges; this divides the effective meshwidth by two.

In our simulations, the coarse triangular mesh described above, which has 642 nodes, is used in conjunction with a
32 � 32 Cartesian grid for the Eulerian variables. Thus, the triangular mesh has half the effective meshwidth, and four times
the number of nodes, as its Eulerian counterpart. These relationships are maintained as we do mesh refinement.

We studied the warm-up problem described previously with two elastic energy functionals. Both of the energy function-
als are first formulated in three dimensions. The two-dimensional case is then derived by assuming there is no deformation
in the third dimension (the deformation is planar) and the displacement u = X � s does not depend on s3 so the deformation
in each cross-section perpendicular to the third dimension is the same. That is, we assume X3 = s3, X1 = X1(s1,s2), and
X2 = X2(s1,s2).

The first energy functional comes from the theory of linear elasticity [2]:
E ¼ 1
2
P3

i;j¼1

Z
X0

kEeiiejj þ 2lEeijeijds ð87Þ

eij ¼
1
2

@Xi

@sj
þ @Xj

@si

� �
� dij ð88Þ
where dij is the Kronecker delta. The two-dimensional linear elastic energy functional is given by Eq. (87) with X3 = s3 and
assuming X1 = X1(s1,s2) and X2 = X2(s1,s2). After simplifying, the equation for the two-dimensional linear elastic energy func-
tional becomes
E ¼ 1
2
P2

i;j¼1

Z
X0

kEeiiejj þ 2lEeijeijds ð89Þ
The second is an isotropic neo-Hookean model [6] without any incompressibility-enforcing penalty term (see below):
E ¼ 1
2

Z
X0

lEðI1 � 3Þds ð90Þ
where lE is the shear modulus and I1 is the first invariant of the right Cauchy–Green deformation tensor as discussed in Sec-
tion 2.1. In terms of the deformation map x = X(s, t), I1 is given by
I1 ¼
P3

i;j¼1

@Xi

@sj

@Xi

@sj
ð91Þ
We set X3 = s3 in this energy functional and assume X1 = X1(s1,s2) and X2 = X2(s1,s2) in order to derive the two-dimensional
neo-Hookean model. Then the equation for the two-dimensional neo-Hookean model (after simplifying) is
E ¼ 1
2

Z
X0

lE

P2
i;j¼1

@Xi

@sj

@Xi

@sj
� 2

 !
ds ð92Þ
The derivation of the linear elasticity model assumes that the displacement is infinitesimal so we use it only for small
displacements and use the neo-Hookean model for large displacements.
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Eq. (90) is a simplified version of
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E ¼ 1
2

Z
X0

jEðJ � 1Þ2 þ lE J�
2
3I1 � 3

	 

ds ð93Þ
where J is the Jacobian of the deformation map X. The first term in (93) is a penalty term that enforces incompressibility as
jE ?1 [6]. Since the incompressibility condition is enforced through the velocity field in our formulation, we are free to set
J = 1. This gives (90). In our tests using (93), which are not presented in this paper, the penalty term was the part of the discret-
ization that restricted the timestep the most. Provided that the timestep was small enough for the computation involving (93)
to be stable, results for these tests were very similar to the results when (90) was used. Also, we will show later that the method
using (90) conserves area well when it is applied to the warm-up problem, and, therefore, the penalty term is unnecessary. The
reason for this, of course, is that we enforce incompressibility via the divergence condition on the Eulerian velocity field.
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Deformation of the elastic material at times t = 0, 0.0712, 0.1816, 0.6111, 0.9793, 1.3474, 1.6665, 2.3047, 3.9270. (Time increases from left to right in
w.) The energy functional is given by the neo-Hookean model. The 512 � 512 Eulerian grid that was used is much finer than the grid of Lagrangian
s used here to visualize the deformation. The solid curve has no mechanical significance. It moves with the material and is used for visualization and
k area conservation. Recall that our domain is square and periodic with period 2p. Each frame extends beyond this domain and we display only one
s worth of markers. The triangular mesh (not shown) was constructed by refining the coarse mesh described above 4 times. A timestep of 0.1h was
here h is the meshwidth for the Eulerian grid. The parameters were q = 1.0, l = 0.5, lE = 1.0.
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In the simulation using the linear elastic energy functional, the initial velocity v0 ¼ v0
1;v0

2

� �
was
Fig. 3.
display
row an
note th

Fig. 2.
display
row an
note th
v0
1 ¼ 0:5 sinðxþ 2yÞ þ 0:125 sinðx� yÞ ð94Þ

v0
2 ¼ �0:25 sinðxþ 2yÞ þ 0:125 sinðx� yÞ ð95Þ
The initial velocity for the simulation using the neo-Hookean model was 8 times larger, specifically:
v0
1 ¼ 4 sinðxþ 2yÞ þ sinðx� yÞ ð96Þ

v0
2 ¼ �2 sinðxþ 2yÞ þ sinðx� yÞ ð97Þ
In both simulations, we found as expected that the material deforms because of the initial velocity and undergoes
damped oscillations around its reference configuration. The deformation in the simulation with the linear elastic energy
functional is very small so we do not show the result as a figure here, although we shall report convergence results for this
computation later. The deformation at various times for the simulation using the neo-Hookean model is shown in Fig. 1. Note
that the points on the boundary satisfy periodic boundary conditions, but their motions are not constrained in any other way.
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In addition to simulating the dynamics, we studied the convergence of the velocity field, the deformation map, and the
elastic force density on the Eulerian grid by repeating the above simulations for different sizes of the Eulerian grid (and cor-
respondingly the triangular mesh). We remark that studying the force density on the Eulerian grid was of interest because
our application is one of the few applications of the immersed boundary method in which the Eulerian force density is a
smooth function. In other applications, the singular nature of the delta function is not integrated out [8–10].

Let / be a scalar-valued grid function defined on an uniform grid gh of meshwidth h. We define the following two norms
on the grid:
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Let vN(t) denote the approximation to velocity field at time t computed on an N � N Eulerian grid, and let I2N?Nv2N(t) be the
restriction of v2N(t) to the N � N Eulerian grid. The L1 norm of the change in each component of the velocity field when the
computed solution on an N � N grid is compared to the computed solution on a 2N � 2N grid is defined as
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Similarly, the L2 norm of the difference is defined as
eN
2;v i
ðtÞ ¼ kvN
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We define the convergence rates qN
1;v i
ðtÞ and qN

2;v i
ðtÞ by
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s of the convergence rates for X2 are given in the second row. The solid curves represent the convergence rates on the finest set of grids; note that the

of these curves are very close to 2.
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qN
1;v i
ðtÞ ¼ log2

eN
1;v i
ðtÞ

e2N
1;v i
ðtÞ

 !
ð102Þ

qN
2;v i
ðtÞ ¼ log2

eN
2;v i
ðtÞ

e2N
2;v i
ðtÞ

 !
ð103Þ
The convergence rates for the Eulerian force density are defined in a similar manner. Since the Eulerian force density is com-
puted at the half timestep, the force density on successive grids do not correspond in time. To overcome this difficulty, we
average the Eulerian force density at the nþ 1

2 timestep and nþ 3
2 timestep to obtain an approximation to the Eulerian force

density at timestep n + 1.
Since the deformation map is defined on the triangular mesh rather than the Eulerian grid, we must define norms on the

triangular mesh. Let / be a scalar-valued function defined on a triangular mesh and let /(k) denote its value at the kth node.
Then we define the L1 norm as follows:
k/k1 ¼ max
k¼1;...;Nv

j/ðkÞj ð104Þ
The L2 norm is defined similarly:
k/k2 ¼
PNv

k¼1
j/ðkÞj2h2

e

� �1
2

ð105Þ
where he ¼ h
2 is the average (or effective) meshwidth of our triangulation.

Let XN(t) denote the approximation to the deformation map at time t calculated on the triangular mesh that corresponds
to the N � N Eulerian grid; in particular, this triangular mesh is constructed by refining the coarse mesh described above
log2(N/32) times. Let I2N?NX2N(t) be the restriction of X2N(t) to this triangular mesh. Notice that I2N?NX2N(t) is well-defined
since our refinement procedure for the triangular mesh keeps the vertices from the old mesh. Then the L1 norm of the
change for the ith component of the deformation map as the mesh is refined is
eN
1;Xi
ðtÞ ¼ kXN

i ðtÞ � I2N!NX2N
i ðtÞk1 ð106Þ
The convergence rate qN
1;Xi
ðtÞ is defined as
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qN
1;Xi
ðtÞ ¼ log2

eN
1;Xi
ðtÞ

e2N
1;Xi
ðtÞ

 !
ð107Þ
The corresponding quantities in the L2 norm are defined similarly.
Figs. 2–7 give the plots of the convergence rates as functions of time. In the convergence study, the triangular mesh was

refined with the Eulerian grid as described above. From these graphs, it seems clear that the velocity field and deformation
map converge at second order. This is not true for the Eulerian force density. Notice that there are times when the L1 con-
vergence rates for the Eulerian force density are negative; this means the error is increasing from one set of consecutive grids
to the next.

Motivated by the immersed boundary formulation of the Eulerian force density and the nature of the delta function, we
studied the weak convergence of the Eulerian force density. Given a smooth periodic test function w = (w1,w2), we per-
formed a convergence study on the quantity
0 0.5 1 1.5 2 2.5 3 3.5 4
0

1

2

3

4

5

6

7

8
Conservation of Area

time

ar
ea

0 0.5 1 1.5 2 2.5 3 3.5 4
7.75151

7.751515

7.75152

7.751525

7.75153

7.751535

7.75154
Conservation of Area

time

ar
ea

Area of the disk as it deforms over time. The second graph is a rescaled version of the first graph to visualize the small errors in area conservation.
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PNðtÞ ¼
P2
a¼1

P
x2gh

a

f N
a ðx; tÞwaðxÞh2 ð108Þ
The change eN
P ðtÞ and convergence rate qN

weak;f ðtÞ were given by
eN
P ðtÞ ¼ jP

NðtÞ � P2NðtÞj ð109Þ

qN
weak;f ðtÞ ¼ log2

eN
P ðtÞ

e2N
P ðtÞ

� �
ð110Þ
For the weak convergence study, we chose the test function with components:
w1ðx; yÞ ¼ 1þ 0:1 sinðxÞ þ 0:2 sinðyÞ þ 0:1 sinð2xÞ þ 0:3 sinðxþ yÞ þ 0:2 sinð2yÞ þ 0:4 sinð3xÞ þ 0:1 sinð2xþ yÞ
þ 0:2 sinðxþ 2yÞ þ 0:3 sinð3yÞ ð111Þ
Deformation of the elastic shell under the neo-Hookean material model at times t = 0, 0.157, 0.432, 0.982, 1.61, 2.63, 3.38, 4.16, 7.85. Time increases
ft to right in each row. Fluid markers are used to visualize the deformation of the fluid near the elastic shell.
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w2ðx; yÞ ¼0:1þ 0:1 sinðxÞ þ 0:1 sinðyÞ þ 0:1 sinð2xÞ þ 0:2 sinðxþ yÞ þ 0:1 sinð2yÞ þ 0:1 sinð3xÞ
þ 0:2 sinð2xþ yÞ þ 0:3 sinðxþ 2yÞ þ 0:4 sinð3yÞ ð112Þ
Fig. 8 gives the results of this convergence study for both choices of the energy functional. It seems clear from these plots
that PN(t) converges at second order, at least for our particular choice of w. This suggests that the Eulerian force density con-
verges weakly at second order.

Finally, we studied how well the method using the neo-Hookean model (90) conserves area by calculating the change in
area of a material disk under the deformation shown in Fig. 1. We chose the disk given by the equation
ðx� pÞ2 þ ðy� pÞ2 6 p
2

ð113Þ
at time zero. In order to track the disk as it deforms, equally spaced Lagrangian points were placed on the boundary of the
disk and these points were updated at each timestep through the same algorithm that was used to update the vertices of the
triangles. Unlike the vertices of the triangles, however, the configuration of these Lagrangian points did not contribute to the
Deformation of half of the elastic shell under the neo-Hookean material model at times t = 0, 0.157, 0.432, 0.982, 1.61, 2.63, 3.38, 4.16, 7.85. Time
es from left to right in each row. Fluid markers are used to visualize the deformation of the fluid near the elastic shell.
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elastic forces of the system. We approximated the area of the deformed disk by the area of the polygon with these Lagrangian
points as vertices.

Fig. 1 shows the current deformation of the disk for various times and Fig. 9 shows the area of the disk as a function of
time. The largest change in area is 1.9466 � 10�5, which should be compared to the initial area of p3/4 � 7.7516. This sug-
gests that incompressibility is well maintained by the method.

We also performed a convergence study on the area of the disk. Since the continuous velocity field is incompressible, the
exact area of the disk at any time in the continuous problem is known and is equal to its initial area. Let AN(t) be the approx-
imation to the area of the deformed disk at time t calculated from the simulation on the N � N Eulerian grid. Let A0 be the
initial area of the disk. We define the error as
Fig. 13
increas
eN
A ðtÞ ¼ jA

NðtÞ � A0j ð114Þ
and the convergence rate qN
A ðtÞ as
. Deformation of the elastic shell under the fiber-reinforced material model at times t = 0, 0.157, 0.432, 0.982, 1.61, 2.63, 3.38, 4.16, 7.85. Time
es from left to right in each row. Fluid markers are used to visualize the deformation of the fluid near the elastic shell.
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qN
A ðtÞ ¼ log2

eN
A ðtÞ

e2N
A ðtÞ

� �
ð115Þ
Fig. 10 gives the results of this study. These results indicate that the area of the disk also converges at second order.
4.2. 3D results

In this section, we present our results for a three-dimensional fluid–structure interaction problem. An incompressible vis-
coelastic thick shell is immersed in an incompressible viscous fluid. The system is given an initial velocity which deforms the
elastic shell and generates elastic forces. The viscoelastic shell undergoes large-amplitude damped oscillations around its ref-
erence configuration.

This problem is simulated under two choices of the elastic energy functional. The first is a three-dimensional isotropic
neo-Hookean model without any incompressibility-enforcing term [6]:
Deformation of half of the elastic shell under the fiber-reinforced material model at times t = 0, 0.157, 0.432, 0.982, 1.61, 2.63, 3.38, 4.16, 7.85. Time
es from left to right in each row. Fluid markers are used to visualize the deformation of the fluid near the elastic shell.
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E ¼ 1
2

Z
X0

lEðI1 � 3Þds ð116Þ
The second is the standard fiber-reinforced model [7], also without any incompressibility-enforcing term. It models a com-
posite material in which fibers (all running in the same direction a in the reference configuration) are embedded into a back-
ground isotropic neo-Hookean material. The equation for the energy functional is
E ¼ 1
2

Z
X0

lEðI1 � 3þ cðI4 � 1Þ2Þds ð117Þ
where
I4 ¼ aTFTFa ð118Þ
is the stretch in the fibers and lE is the shear modulus. The parameter c is dimensionless and determines the relative
strength of the fiber reinforcement. Note that a is a constant vector in this model. We take the fiber direction to be the
z-axis for convenience and think of the thick elastic shell as being cut out of a block of this composite material.

In the immersed boundary method described in this paper, the Lagrangian mesh is independent of the material model. In
particular, we use the same tetrahedral mesh for the elastic shell in the simulations for the two elastic energy functionals
described above. To change the material model within our immersed boundary method, only @W/oaij in the formula for
FðkÞT (Eq. (51)) must be altered.

Since the elastic shell does not take up the entire spatial domain, X0 (X, there are interfaces at which the elastic material
and the fluid meet. In the continuous formulation of the problem, there are boundary terms that arise at these interfaces
when integration by parts is done in calculating the Lagrangian force density from the elastic energy functional. As shown
by Heltai [11], these boundary terms take the form of a delta-function layer of force that is concentrated on the solid–fluid
interface, in addition to the finite Lagrangian force density that appears in the interior of the elastic material.

In our energy-based formulation, however, this happens automatically in the following way. Recall that the Lagrangian
force at each node is a sum of contributions from each of the tetrahedra which touch that node. At interior nodes, these
forces nearly cancel, leaving a small resulting force which is O(h3) per node, thus generating a finite force per unit volume.
At interfacial nodes, there is less cancellation, and the resultant force is O(h2) per node, thus generating a finite amount of
force per unit area of interface. We emphasize, however, that from an algorithmic point of view, all of the nodes are treated
in exactly the same way in our method, with no distinction being made between interfacial and interior nodes. This is true
both with regard to the Lagrangian force computation, and also with regard to the spreading of force from the Lagrangian
nodes to the Eulerian mesh.

As described in Section 3, we use a staggered grid to discretize the fluid domain and a tetrahedral mesh to discretize the
elastic shell. The construction of the tetrahedral mesh used in the simulation is described in Appendix D. The spatial domain
for the computation was [0,2p]3 which was discretized using a 128 � 128 � 128 Eulerian grid. At time zero, the coordinates
of the center of the elastic shell were (p,p,p), and the elastic shell had an outer radius of 1.5 and an inner radius of approx-
imately 0.2382.
Local stretch in the fibers for several values of c (the relative strength of the fiber reinforcement). The maximum of I4 was taken over the elements
d as the measure of local stretch. The kinks in the curves are the cross-overs of the stretch curves for different elements.



Fig. 16. Global stretch in the fibers. We used the normalized distance between material points on the elastic shell to measure global stretch. The global
stretch was calculated for three pairs of points: the north and south poles on the outer surface of the elastic shell (denoted by ‘Polar’ in the plots); the two
points on the equator of the outer surface that intersect the x-axis (denoted by ‘Equatorial X’ in the plots); and the two points on the equator of the outer
surface that intersect the y-axis (denoted by ‘Equatorial Y’ in the plots). The global stretch for three pairs of points as functions of time is shown in each plot
for a fixed value of c.

D. Devendran, C.S. Peskin / Journal of Computational Physics 231 (2012) 4613–4642 4635



4636 D. Devendran, C.S. Peskin / Journal of Computational Physics 231 (2012) 4613–4642
The initial velocity v0 ¼ v0
1;v0

2;v0
3

� �
for all simulations were
v0
1 ¼ 1:4 sinðxþ 2yþ zÞ þ 0:8 sinðx� yþ zÞ ð119Þ

v0
2 ¼ � sinðxþ 2yþ zÞ þ 2 sinðx� yþ zÞ ð120Þ

v0
3 ¼ 0:6 sinðxþ 2yþ zÞ þ 1:2 sinðx� yþ zÞ ð121Þ
We chose the timestep to be 0.1h to satisfy the CFL condition for the advection term in the fluid equations where h is the
meshwidth for the Eulerian grid. The physical parameters were
q ¼ 1:0; l ¼ 0:25; lE ¼ 1:0 ð122Þ
where q is the density of the material, l is the viscosity, and lE is the shear modulus (see Eqs. (116) and (117)).
Figs. 11 and 12 show the deformation of the shell at various times under the isotropic neo-Hookean model (Eq. (116)).

Figs. 13 and 14 show the deformation of the shell at various times under the fiber-reinforced material model with c = 25
(Eq. (117)). Figs. 12 and 14 show only half of the shell so the deformation of the inside of the shell in each of the simulations
can be visualized. Fluid markers have been included so that the deformation of the fluid can be appreciated.

Although the material is stiffer in the second simulation because of the fiber reinforcement, the two simulations produce
very similar dynamics, and it is difficult to perceive the differences in the two simulations from the stills in Figs. 11–14. To
show that the fiber reinforcement stiffens the material in the fiber direction, we computed the stretch in the fibers locally
and globally as the relative strength of the fiber reinforcement increases.

Recall that I4 is the fiber stretch, and it is given by the formula
I4 ¼ aTFTFa ð123Þ
Since each element deforms linearly, the deformation gradient F is constant on each element, and, therefore, I4 is constant on
each element. We took the maximum of I4 over the elements in the finite element mesh as our measure of stretch in the
fibers locally.

To study the stretch in the fibers on a global scale, we computed the distance between material points on the elastic shell
normalized by their initial distance. We looked at the global stretch for the following three pairs of points: the north and
south poles on the outer surface of the elastic shell; the two points on the equator of the outer surface that intersect the
x-axis; and the two points on the equator of the outer surface that intersect the y-axis.

The local stretch in the fibers as a function of time is plotted in Fig. 15 for several values of c. It is clear from this figure
that increasing the relative strength of the fiber reinforcement decreases the stretch in the fibers locally. For large values of
gamma there is almost no local stretch in the fibers. We remark that the kinks in the curves are a consequence of taking the
maximum norm. In other words, the stretch curves corresponding to different elements cross each other at the locations of
the kinks.

The global stretch for the three pairs of points are plotted in Fig. 16 as functions of time for three values of gamma. Note
that increasing the relative strength of the fiber reinforcement affects only the pair of points on the polar axis. This is to be
expected since fibers run in the polar direction. It is then clear from these plots that the fiber reinforcement stiffens the
material in the fiber direction. Note also that the oscillations appear in the global stretch curve for the polar points as
c ?1. This indicates that the material is stiffening in the fiber direction. Despite this extra stiffness, we were able to use
the same timestep (see above) for all of the simulations.

5. Conclusion

In this paper, we introduced a model for incompressible viscoelasticity in which Lagrangian coordinates are used to de-
scribe elastic forces and Eulerian coordinates are used for the equations of motion and incompressibility condition. No stress
tensors are needed, since the elastic forces are computed directly from an energy functional. A discretization of the model
was presented in which forces are computed on a Lagrangian tetrahedral mesh and the velocity field is computed via finite
differences on a staggered grid. The immersed boundary method is the mechanism by which communication takes place be-
tween the Lagrangian mesh and Eulerian grid.

The method was first applied to a warm-up problem in two dimensions in which an incompressible viscoelastic material
fills a periodic domain. The convergence rates of the velocity field, the deformation map, and the Eulerian force density were
studied for this problem and the numerical results suggested that the velocity field and deformation map converge at second
order. The results also indicated that the Eulerian force density converges weakly at second order.

We also studied how well the method conserves area for the two-dimensional problem. The results revealed that incom-
pressibility is well maintained by the method. This implies that penalty terms, which are conventionally used to enforce vol-
ume conservation and which can cause severe timestep restrictions, can be omitted in the formulation of the energy model
when our method is used in studying the dynamics of an incompressible viscoelastic material.

Finally, we demonstrated that the method can be applied to fluid–structure interaction problems by using the method to
simulate the dynamics of a three-dimensional thick viscoelastic shell in an incompressible viscous fluid. This problem was
simulated for two materials: an isotropic neo-Hookean model and an anisotropic fiber-reinforced model. The example dem-
onstrates the ease with which one material model can be swapped for another material model.
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In order to apply the present form of our method in the context of fluid–structure interaction, we have to assume that the
density and viscosity of the elastic structure are matched to those of the surrounding fluid. Several immersed boundary
methods for non-uniform density [13–15] already exist, however, and an immersed boundary method for non-uniform vis-
cosity is under development, so these restrictions are not fundamental. It should therefore be straightforward to extend the
present work to problems involving immersed incompressible elastic materials whose properties may differ from those of
the ambient fluid. We will then have a very general tool for the study of fluid–structure interaction.
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Appendix A

Recall,
E½X� ¼
Z

X0

WðFÞds ðA:1Þ
and
Pij ¼
@W
@Fij

ðA:2Þ
First we calculate dE
dX using the definition given in the paragraph following (10).

Let
/dXðaÞ ¼ E½Xþ adX� ¼
Z

X0

W
@X
@s
þ a

@dX
@s

� �
ds ðA:3Þ
Then
d/dX

da

����
a¼0
¼
P3

i;j¼1

Z
X0

@W
@Fij

@dXi

@sj
ds ðA:4Þ

¼
P3

i;j¼1

Z
X0

Pij
@dXi

@sj
ds ðA:5Þ

¼ �
P3

i;j¼1

Z
X0

@Pij

@sj
dXids ðA:6Þ
The chain rule was used in the first equality and (A.2) in the second equality. In the last equality, we used integration by parts
and assumed that the boundary terms cancel out, which is the case when we use periodic boundary conditions for the veloc-
ity field.

By the definition of the variational derivative
dE
dX

� �
i

¼ �
P3
j¼1

@Pij

@sj
ðA:7Þ
This is the componentwise expression of the equation
dE
dX
¼ �rs � P ðA:8Þ
Appendix B

From (14), the Eulerian force density f(x, t) corresponding to dE
dX is
fðx; tÞ ¼ 1
JðX�1ðx; tÞ; tÞ

dE
dX
ðX�1ðx; tÞ; tÞ ðB:1Þ
Similarly, the Eulerian force density f̂ðx; tÞ corresponding to dbE
dX (where bE is given by Eq. (26)) is
f̂ðx; tÞ ¼ 1
JðX�1ðx; tÞ; tÞ

dbE
dX
ðX�1ðx; tÞ; tÞ ðB:2Þ
We will prove that
fðx; tÞ � f̂ðx; tÞ ¼ rxqðx; tÞ ðB:3Þ
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for some scalar-valued function q.
Recall that for an isotropic material
E½X� ¼
Z

X0

WðI1; I2; I3Þds ðB:4Þ
Also,
bE½X� ¼ Z
X0

WðI1; I2;1Þds ðB:5Þ
To simplify the calculations, we shall write W as a function of J instead of I3. This does not change bE½X� since J � 1 implies
that I3 � 1 by the identity I3 = J2.

Given a perturbation dX = dX(s), let
Ia1 ¼ I1ðXþ adXÞ ðB:6Þ
Ia2 ¼ I2ðXþ adXÞ ðB:7Þ
Ja ¼ JðXþ adXÞ ðB:8Þ
As in the definition of the variational derivative given in the paragraph following (10), we define
/dXðaÞ ¼ E½Xþ adX� ¼
Z

X0

W Ia1; I
a
2; J

a� �
ds ðB:9Þ
and
/̂dXðaÞ ¼ bE½Xþ adX� ¼
Z

X0

W Ia1; I
a
2;1

� �
ds ðB:10Þ
Using these definitions we have
d/dX

da

����
a¼0
¼
Z

X0

@W
@I1

dIa1
da

����
a¼0
þ @W
@I2

dIa2
da

����
a¼0
þ @W

@J
dJa

da

����
a¼0

ds ðB:11Þ
and
d/̂dX

da

�����
a¼0

¼
Z

X0

@W
@I1

dIa1
da

����
a¼0
þ @W
@I2

dIa2
da

����
a¼0

ds ðB:12Þ
Since
Z
X0

dE
dX
� dXds ¼ d/dX

da

����
a¼0

ðB:13ÞZ
X0

dbE
dX
� dXds ¼ d/̂dX

da

�����
a¼0

ðB:14Þ
we have
Z
X0

dE
dX
� dbE

dX

 !
� dXds ¼

Z
X0

@W
@J

dJa

da

����
a¼0

ds ðB:15Þ
Using the definition of Ja, it can be shown that
dJa

da

����
a¼0
¼ det

@X
@s

� �
tr

@X
@s

� ��1
@dX
@s

 !
ðB:16Þ

¼ Jtr F�1 @dX
@s

� �
ðB:17Þ

¼ J
P3

i;j¼1
F�1

ji
@dXi

@sj
ðB:18Þ
Then
 Z
X0

dE
dX
� dbE

dX

 !
� dXds ¼

P3
i;j¼1

Z
X0

@W
@J

JF�1
ji
@dXi

@sj
ds ðB:19Þ

¼
P3

i;j¼1

Z
X

@W
@J

F�1
ji
@dXi

@sj

� 
����
s¼X�1ðx;tÞ

dx ðB:20Þ
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where we used the change of variables x = X(s, t) in the last equality.
The chain rule gives the following identity:
@

@sj
¼
P3
k¼1

@

@xk

@Xk

@sj
¼
P3
k¼1

Fkj
@

@xk
ðB:21Þ
Plugging this identity into (B.20) and letting deXiðx; tÞ ¼ dXiðX�1ðx; tÞÞ we get
Z
X0

dE
dX
� dbE

dX

 !
� dXds ¼

P3
i;j;k¼1

Z
X

@W
@J

FkjF
�1
ji

� 
����
s¼X�1ðx;tÞ

@deXi

@xk
dx ðB:22Þ

¼
P3
i¼1

Z
X

@W
@J

����
s¼X�1ðx;tÞ

deXi

@xi
dx ðB:23Þ
We used
P3

j¼1FjiF
�1
kj ¼ dik in the last equality.

Let qðx; tÞ ¼ �@W
@J

���
s¼X�1ðx;tÞ

. Using integration by parts and assuming that the boundary terms vanish we get
Z
X0

dE
dX
� dbE

dX

 !
� dXds ¼

Z
X
rxqðx; tÞ � deXdx ðB:24Þ
Using the change of variables x = X(s, t) on the integral on the left and using the definition of f(x, t) and f̂ðx; tÞ gives
Z
X
ðfðx; tÞ � f̂ðx; tÞÞ � deXðx; tÞdx ¼

Z
X
rxqðx; tÞ � deXðx; tÞdx ðB:25Þ
Since deXðx; tÞ is arbitrary,
fðx; tÞ � f̂ðx; tÞ ¼ rxqðx; tÞ ðB:26Þ
Appendix C

These notes can be found in [5]; they are reproduced here for convenience.
On a given element T, let sðk0Þ; sðk1Þ; sðk2Þ; sðk3Þ denote the vertices of T in the reference configuration and let

Xðk0Þ; Xðk1Þ; Xðk2Þ; Xðk3Þ denote the vertices of T in the deformed configuration.
We have
eXi � Xðk0Þ
i ¼

P3
j¼1

aijðsj � sðk0Þ
j Þ ðC:1Þ
where the aij are determined by
Xðk1Þ
i � Xðk0Þ

i ¼
P3
j¼1

aijðsðk1Þ
j � sðk0Þ

j Þ ðC:2Þ

Xðk2Þ
i � Xðk0Þ

i ¼
P3
j¼1

aijðsðk2Þ
j � sðk0Þ

j Þ ðC:3Þ

Xðk3Þ
i � Xðk0Þ

i ¼
P3
j¼1

aijðsðk3Þ
j � sðk0Þ

j Þ ðC:4Þ
For each i = 1, 2, or 3, we have 3 equations in the 3 unknowns ai1,ai2,ai3. Let ai be the vector with these unknowns as its com-
ponents. The three equations may then be written
Xðk1Þ
i � Xðk0Þ

i ¼ ai � ðsðk1Þ � sðk0ÞÞ ðC:5Þ
Xðk2Þ

i � Xðk0Þ
i ¼ ai � ðsðk2Þ � sðk0ÞÞ ðC:6Þ

Xðk3Þ
i � Xðk0Þ

i ¼ ai � ðsðk3Þ � sðk0ÞÞ ðC:7Þ
Look for a solution of the form
ai ¼ k1ðsðk2Þ � sðk0ÞÞ � ðsðk3Þ � sðk0ÞÞ þ k2ðsðk3Þ � sðk0ÞÞ � ðsðk1Þ � sðk0ÞÞ þ k3ðsðk1Þ � sðk0ÞÞ � ðsðk2Þ � sðk0ÞÞ
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Then
Xðk1Þ
i � Xðk0Þ

i ¼ k1Vz ðC:8Þ
Xðk2Þ

i � Xðk0Þ
i ¼ k2Vz ðC:9Þ

Xðk3Þ
i � Xðk0Þ

i ¼ k3Vz ðC:10Þ
where
Vz ¼ ðsðk2Þ � sðk0ÞÞ � ðsðk3Þ � sðk0ÞÞ � ðsðk1Þ � sðk0ÞÞ ðC:11Þ
is the signed volume of the tetrahedron T in its reference configuration. (The scalar Vz may be negative since we do not as-
sume any particular order in enumerating the vertices of T.)

Then
ai ¼
1

6Vz
½ðXðk1Þ

i � Xðk0Þ
i Þðs

ðk2Þ � sðk0ÞÞ � ðsðk3Þ � sðk0ÞÞ þ ðXðk2Þ
i � Xðk0Þ

i Þðs
ðk3Þ � sðk0ÞÞ � ðsðk1Þ � sðk0ÞÞ

þ ðXðk3Þ
i � Xðk0Þ

i Þðs
ðk1Þ � sðk0ÞÞ � ðsðk2Þ � sðk0ÞÞ�
The derivatives @aij=@XðklÞ can be calculated from this expression. Note that only the ith component of the vector @aij=@XðklÞ is
nonzero. Thus,
@aij

Xðk0Þ
i

¼ �1
6Vz
½ðsðk2Þ � sðk0ÞÞ � ðsðk3Þ � sðk0ÞÞ þ ðsðk3Þ � sðk0ÞÞ � ðsðk1Þ � sðk0ÞÞ þ ðsðk1Þ � sðk0ÞÞ � ðsðk2Þ � sðk0ÞÞ�

@aij

Xðk1Þ
i

¼ 1
6Vz
ðsðk2Þ � sðk0ÞÞ � ðsðk3Þ � sðk0ÞÞ

@aij

Xðk2Þ
i

¼ 1
6Vz
ðsðk3Þ � sðk0ÞÞ � ðsðk1Þ � sðk0ÞÞ
and
@aij

Xðk3Þ
i

¼ 1
6Vz
ðsðk1Þ � sðk0ÞÞ � ðsðk2Þ � sðk0ÞÞ
Appendix D. Discretization of an elastic shell

We begin with a coarse triangulation of the unit sphere generated by taking a regular icosahedron whose vertices are on
the unit sphere. To refine this triangulation, we take the midpoints of the edges, project them onto the unit sphere, and con-
nect these projected midpoints to the vertices of the triangles to divide each triangle into four triangles. This refinement pro-
cess may be repeated as many times as needed to obtain a sufficiently fine triangulation of the sphere. This triangulation
(scaled as needed) will be used repeatedly in the construction that follows.

The thick elastic shell is divided into several layers. Each layer is discretized using the same tetrahedral mesh structure,
and the tetrahedral mesh for the elastic shell is the union of the meshes for the layers. The triangulation for the unit sphere is
the starting point for the construction of the tetrahedral mesh. To construct a mesh for a given layer, generate a triangulation
for the inner and outer sphere of the layer simply by scaling the triangulation of the unit sphere. Next, take the centroids of
the triangles from either one of the two triangulations and project them onto a sphere halfway between the inner and outer
sphere. The vertices of the two triangulations and the centroids form the vertices of the tetrahedral mesh in a single layer.
See Fig. D.17A.

Having defined all of the nodes of a layer, we need only say which pairs of nodes are connected by edges to define our
tetrahedral mesh, since a tetrahedron is then defined by any set of four vertices of which any two are connected by an edge.
Of course, the edge assignments are not arbitrary, since one must check that no two tetrahedra overlap, and also that there
are no gaps between the tetrahedra within the layer. The following edge assignments satisfy these criteria.

Within the inner sphere and the outer sphere of a layer, we use the edge connections of the original triangulation
(Fig. D.17A). Within the central sphere of the layer, each node is the image of a centroid of one of the original triangles,
and we connect each such centroid to the centroids of its neighboring triangles (Fig. D.17C). We also connect each centroid
to all of the nodes on the inner and outer sphere that are images of the vertices of its own triangle (Fig. D.17B). Finally, we
make a radial connection between every node on the inner sphere to its image node on the outer sphere (Fig. D.17D).

In our construction, all of the layers had the same thickness hl, which was chosen to obtain the best aspect ratio for the
tetrahedral mesh as a whole. For each tetrahedron, the ratio of the maximum edge length to the insphere radius was used for
the aspect ratio; this number was normalized so a regular tetrahedron had an aspect ratio of 1. The aspect ratio of the entire
tetrahedral mesh was taken to be the maximum of the aspect ratios of the tetrahedra in the mesh [12]. We let hl = b3Dht,



(B)(A)

(D)(C)

Fig. D.17. Schematic for the edge connections within the tetrahedral mesh. (A) A portion of the triangulation for the outer sphere, its corresponding
triangulation for the inner sphere, and the centroids corresponding to the triangles projected onto the central sphere are shown. The vertices of the two
triangulations and the centroids are the nodes in the tetrahedral mesh. The edges in the triangulations form one set of edge connections in the tetrahedral
mesh. (B) Centroids are connected to the vertices of their corresponding triangles (denoted by blue lines). (C) Centroids are connected to centroids of
neighboring triangles (denoted by green lines). (D) Each vertex on the triangulation for the outer sphere is connected to its image in the triangulation for the
inner sphere (denoted by red lines). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this
article.)
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where ht is the length of the longest edge in the outer sphere triangulation, and chose b3D so that the aspect ratio of the tet-
rahedral mesh is close to 1. We used b3D = 1.2.

For the tetrahedral mesh of the thick elastic shell used in the simulations, the triangulation of the outer sphere was gen-
erated by refining the coarse triangulation described above 4 times and scaling the resulting triangulation. The tetrahedral
mesh contained 16 layers (corresponding to hl = 1.2ht) so that each fluid grid cell intersecting the elastic shell contains
approximately 8 vertices from the tetrahedral mesh. (Recall that each ‘layer’ actually has two layers of tetrahedra.)
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