CYCLE CLASSES OF THE E-O STRATIFICATION
ON THE MODULI OF ABELIAN VARIETIES

TORSTEN EKEDAHL AND GERARD VAN DER GEER

ABSTRACT. We introduce a stratification on the space of symplectic flags on
the de Rham bundle of the universal principally polarised abelian variety in
positive characteristic and study its geometric properties like irreducibility of
the strata and we calculate the cycle classes. When the characteristic p is
treated as a formal variable these classes can be seen as a deformation of the
classes of the Schubert varieties for the corresponding classical flag variety (the
classical case is recovered by putting p equal to 0). We relate our stratification
with the E-O stratification on the moduli space of principally polarised abelian
varieties of a fixed dimension and derive properties of the latter. Our results
are strongly linked with the combinatorics of the Weyl group of the symplectic
group.

To Yuri Ivanovich Manin on the occasion of his 70th birthday

1. INTRODUCTION

The moduli space A, of principally polarised abelian varieties of dimension g is
defined over the integers. For the characteristic zero fibre A, ®C we have an explicit
description as an orbifold Sp,,(Z)\H, with H, the Siegel upper half space of degree
g. It is a recent insight, though, that perhaps the positive characteristic fibres
Ay ® F), are more accessible than the characteristic zero one. A good illustration
of this is provided by the E-O stratification of A, ® IF,,, a stratification consisting
of 29 strata, each of which is quasi-affine. It was originally defined by Ekedahl and
Oort (see [O001]) by analyzing the structure of the kernel of multiplication by p
of an abelian variety. It turns out that this group scheme can assume 29 forms
only, and this led to the strata. For g = 1 the two strata are the locus of ordinary
and that of supersingular elliptic curves. Some strata possess intriguing properties.
For example, the stratum of abelian varieties of p-rank 0 is a complete subvariety
of A; ® F, of codimension g, the smallest codimension possible. No analogue in
characteristic 0 of this stratum nor of the stratification is known, and in fact, Keel
and Sadun ([KS03]) proved that complete subvarieties of A, ® C of codimension g
do not exist for g > 3.

While trying to find cycle classes for the E-O strata we realised that the strata
could be described as degeneration loci for maps between vector bundles and as
such loci are indexed by Young diagrams our attention was turned towards the
combinatorics of the Weyl group. When considered in this light it is clear that
much of the combinatorics of [O001] is closely related to the Weyl group W, of
Spa,, which is the group relevant for the analytic description of A, ® C. The main
idea of this paper is to try to make this connection more explicit. More precisely,
the combinatorics of the E-O strata is most closely related to the combinatorics
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associated to W, and the sub-Weyl group corresponding to the maximal parabolic
subgroup P of elements of Sp,, fixing a maximal isotropic subspace in the 2g-
dimensional symplectic vector space. Indeed, this sub-Weyl group is S, the group
of permutations on g letters (embedded as a sub-Weyl group in W,), and the E-O
strata are in bijection with the cosets in W, /S,; we shall use the notation V, for
the (open) stratum of A, ®F,, corresponding to v € W, /S, (and V, for its closure).
The coset space W, /S, is also in bijection with the set of Bruhat cells in the space
of maximal totally isotropic flags Spy, /P and we believe this to be no accident.
(The formal relation between A, and Sp,, /P is that Sp,, /P is the compact dual
of H,.)

In order to push the analogy further we introduce a “flag space” F, — A, whose
fibres are isomorphic to the fibres of the map Spy, /B — Spy, /P, where B is a
Borel subgroup of P. In positive characteristic we define (and this definition makes
sense only in positive characteristic) a stratification of F, whose open strata U,
and corresponding closures U, are parametrised by the elements of W,. This is
very similar to the Bruhat cells of Sp,, /B and their closures, the Schubert strata,
which are also parametrised by the elements of W,. Our first main result is that
this is more than a similarity when one is working locally; we show (cf., Cor. 8.2)
that for each point of F, there is a stratum preserving local isomorphism (in the
étale topology) taking the point to some point of Sp,, /B. As a lot is known about
the local structure of the Schubert varieties we immediately get a lot of information
about the local structure of our strata. The first consequence is that the dimension
of U, is everywhere equal to the length of w. A very important consequence is
that the I, are all normal; this situation differs markedly from the case of the
closed E-O strata which in general are not normal. Another consequence is that
the inclusion relation between the strata is given exactly by the Bruhat-Chevalley
order on Wy. (A much more sophisticated consequence is that the local structure of
the ¢-adic intersection complex for a closed stratum is the same as for the Schubert
varieties and in particular that the dimensions of its fibres over the open strata of
the closed stratum are given by the Kazhdan-Lusztig polynomials. We shall not
however pursue that in this article.)

We make several applications of our results on the structure of the strata U,,.
The first, and most important, is that by construction the strata U, are defined
as the locus where two symplectic flags on the same vector bundle are in relative
position given by w. As we have shown that they have the expected codimension
and are reduced we can use formulas of Fulton, as well as those of Pragacz and
Ratajski, as crystallised in the formulas of Kresch and Tamvakis, to get formulas
for the cycle classes of the strata. A result of Fulton give such formulas (cf., Thm.
12.1) for all strata but in terms of a recursion formula that we have not been able
to turn into a closed formula; even though these formulas should have independent
interest we can use them to get formulas for the E-O strata as follows. If w € W, is
minimal for the Bruhat-Chevalley order in its coset wSy, then U,, maps by a finite
étale map to the open E-O stratum V), corresponding to the coset v := wS,. We
can compute the degree of this map in terms of the combinatorics of the element
w and we then can push down our formula for I/, to obtain formulas for the cycle
classes of the E-O strata. Also the formulas of Kresch and Tamvakis can be used to
give the classes of E-O strata. One interesting general consequence (cf., Thm. 13.1)
is that each class is a polynomial in the Chern classes \; of the Hodge bundle whose
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coefficients are polynomials in p. This is a phenomenon already visible in the special
cases of our formula that were known previously; the oldest such example being
Deuring’s mass formula for the number of supersingular elliptic curves (weighted
by one over the cardinalities of their automorphism groups) that says that this
mass is (p — 1)/12. This appears in our context as the combination of the formula
(p—1))\ for the class of the supersingular locus and the formula deg A\; = 1/12. We
interpret these results as giving rise to elements in the p-tautological ring; this is
the ring obtained from the usual tautological ring, the ring generated by the Chern
classes of the Hodge bundle, by extending the scalars to Z{p}, the localisation of the
polynomial ring Z[p] at the polynomials with constant coefficient 1. Hence we get
elements parametrised by W,/S, in the p-tautological ring and we show that they
form a basis for the p-tautological ring. Putting p equal to 0 maps these elements
to elements of the ordinary tautological ring which can identified with the Chow
ring of Sp,, /P and these elements are the usual classes of the Schubert varieties.
It seems that these results call for a p-Schubert calculus in the sense of a better
understanding of these elements of the p-tautological ring and for instance their
behaviour under multiplication.

However, there seems be a more intriguing problem. We have for each w € W,
a stratum in our flag space and they push down to elements of the p-tautological
ring under the projection map to A, (a toroidal compactification of A,). When
setting p to 0 these elements specialise to the classes of the images of the Schubert
varieties of Sp,, /By in Spy, /P and for them the situation is very simple, either w
is minimal in its S, coset and then the Schubert variety maps birationally to the
corresponding Schubert variety of Sp,, /P or it is not and then it maps to 0. When
it comes to the elements of the p-tautological ring this only allows us to conclude
— in the non-minimal case — that the coeflicients are divisible by p and indeed in
general they are not zero. We show that unless they map to 0 they will always
map to a multiple of a class of an E-O stratum. When the element is minimal in
its Sy-coset, this stratum is indexed by the coset spanned by the element, but our
considerations give an extension of this map from elements minimal in their cosets
to a larger class of elements. We give some examples of this map but in general it
seems a very mysterious construction.

Another application is to the irreducibility of our strata (and hence also to the
strata of the E-O stratification as they are images of some of our strata). As
the strata are normal this is equivalent to the connectedness of a stratum and
this connectedness can sometimes (cf., Thm. 11.5) be proved by an arithmetic
argument. It is natural to ask if this method produces all the irreducible strata
and for the characteristic large enough (the size depending on g) we can show that
indeed it does. This is done using a Pieri type formula for our strata obtained by
applying a result of Pittie and Ram. A Pieri type formula for multiplying the class
of a connected cycle by an ample line bundle has as a consequence that a part of
boundary is supported by an ample line bundle and hence that it is connected.
Exploiting that together with the fact that A; is an ample line bundle on A, allows
to show the desired converse. We are forced to assume that the characteristic is
large (and are unable to specify how large) as we need to know how high a power of
A1 one needs to twist the exterior powers of the dual of the Hodge bundle to make
it generated by global sections.
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There is a particular element of wy € W, which is the largest of the elements
that are minimal in their right S,-cosets which has the property that ﬁww maps
birationally onto A,. It is really the strata that are contained in this stratum that
seem geometrically related to A, and indeed the elements w € W, lying below wy
are the ones of most interest to us. (The rest of F, appears mostly as a technical
device for relating our strata to the Schubert varieties.) It should be of particular
interest to understand the map me C Fy — Ay It follows from a result of Oort
on Dieudonné modules that the inverse image of an open E-O stratum under this
map is a locally constant fibration which focuses particular interest on the fibres
of the map, this fibre depending only on the element of v € W, /S5, that specifies
the E-O stratum. We call these fibres punctual flag spaces, using the notation
F, for the one associated to v, and establish some basic properties of them: We
determine their connected components, showing in particular that two points in the
same connected component can be connected by a sequence of quite simple rational
curves. We also show that knowing which strata i/, have non-empty intersections
with a given punctual flag space would determine the inclusion relations between
the E-O strata. We intend to make a more detailed study of the punctual flag
spaces and show how that knowledge will give more information on these inclusion
relations in a sequel to this paper.

The geometric points of the stratum wa correspond to symplectic flags of sub-
group schemes of the kernel of multiplication by p on the principally polarised
abelian variety that is given by the image of the point in A,. This is of course is
reminiscent of de Jong’s moduli stack S(g,p) of T'g(p)-structures. The major dif-
ference (apart from the fact that U, only makes sense in positive characteristic)
is that the g-dimensional element of the flag is determined by the abelian variety
in our case. We shall indeed identify Hw@ with the component of the fibre at p of
S(g,p) that is the closure of the ordinary abelian varieties provided with a flag on
the local part of the kernel of multiplication by p. As a consequence we get that
that component of S(g,p) is normal and Cohen-Macaulay.

This paper is clearly heavily inspired by [Oo01]. The attentive reader will notice
that we reprove some of the results of that paper, sometimes with proofs that are
very close to the proofs used by Oort. We justify such duplications by our desire to
emphasise the relations with the combinatorics of W, and the flag spaces. Hence,
we start with (a rather long) combinatorial section where the combinatorial aspects
have been separated from the geometric ones. We hope that this way of presenting
the material will be as clarifying to the reader as it has been to us. We intend to
continue to exploit the relations with the flag spaces in a future paper that will
deal with K3-surfaces and one on Dieudonné modules. Since its announcement in
[Ge99] our idea of connecting the E-O stratification on A, with the Weyl group
and filtrations on the de Rham cohomology has been taken up in other work. In
this connection we want to draw attention to papers by Moonen and Wedhorn, cf.,
[Mo01, MWO04].

We would like to thank Piotr Pragacz for some useful comments.

Conventions. We shall exclusively work in positive characteristic p > 0 (note how-
ever that in Section 13 the symbol p will also be a polynomial variable). After
having identified final types and final elements in Section 2 we shall often use the
same notation for the final type (which is a function on {1,...,2¢}) and the corre-
sponding final element (which is an element of the Weyl group Wy). In Sections 10
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and 11 our strata will be considered in flag spaces over not just A, and A, but also
over the corresponding moduli stacks with a level structure. We shall define several
natural objects, such as the Hodge bundle, over several different spaces (such as
the moduli space of abelian varieties as well as toroidal compactifications of it). In
order not to make the notation overly heavy, the same notation (such as E) will
normally be used for the object on the different spaces. As the objects in question
will be compatible with pullback this should not cause confusion. Sometimes when
there might still be such a risk we shall use subscripts (such as E 4, resp. E Ag) to
distinguish between them.

Our moduli objects such as Ay are of course really Deligne-Mumford stacks.
However, in order to avoid what we have found to be a sometimes awkward termi-
nology (such as “flag stacks”) we shall usually speak of them as spaces rather than
stacks. In a similar vein by for instance a “locally closed subset” of an algebraic
stack we shall mean a reduced locally closed substack.
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2. COMBINATORICS

This section is of a preparatory nature and deals with the combinatorial aspects
of the E-O stratification. The combinatorics is determined by the Weyl group of
the symplectic group of degree g. A general reference for the combinatorics of Weyl
groups is [BL00]. We start by recalling some general notations and facts about Wy
and its Bruhat-Chevalley order. We then go on to give various descriptions of the
minimal elements in the S, cosets (which we presume are well-known). The short
subsection on shuffles will be used to understand the role that the multiplicative
and étale part of the Barsotti-Tate group play in our stratification in the case of
positive p-rank.

2.1. Final Elements in The Weyl Group. The Weyl group W, of type Cy in
Cartan’s terminology is isomorphic to the semi-direct product Sy x (Z/2Z)9, where
the symmetric group Sy on g letters acts on (Z/2Z)? by permuting the g factors.
Another description of this group, and the one we shall use here, is as the subgroup
of the symmetric group Sy, of elements which map any symmetric 2-element subset
of {1,...,2¢g} of the form {i,2g + 1 — i} to a subset of the same type:

Wy={o€Sy:0(i)+0(29+1—-i)=29+1fori=1,...,g}.

The function i — 2g + 1 — 4 on the set {1,...,2g} will occur frequently. We shall
sometimes use the notation 7 for 2g + 1 — 4. Using it we can say that o € Sy, is an
element of Wy precisely when o(7) = (i) for all i. This makes the connection with
another standard description of W, namely as a group of signed permutations. An

element in this Weyl group has a length and a codimension defined by:
lw) =#{i<j<g:w()>wl)}+#{i <j<g:w@)+w(j)>29+1}
and
codim(w) = #{1 <j < g: w(i) <w(j)} +#{1 <j < g: w(i) + w(j) <29+ 1}
and these satisfy the equality
{(w) + codim(w) = g*.

We shall use the following notation for elements in Wy. By [a1, ag, . . ., azy] we mean
the permutation of {1,2,...,2¢} with o(¢) = a;. Since o (i) determines o(2g+1—1%)
for 1 < ¢ < g sometimes we use the notation [a1,...,a,] instead (when the a; are
single digits we shall often dispense with the commas and write [a; ...a,] which
should cause no confusion). We shall also use cycle notation for permutations. In
particular, for 1 < ¢ < g we let s; € Sy, be the permutation (¢,i+1)(29—14,2g+1—1)
in W, which interchanges ¢ and ¢ + 1 and we let s, = (9,9 + 1) € Sa;. Then
(W =Wy, S ={s1,...,54}) is a Coxeter system.

Let (W, S) be a Coxeter system and a € W. If X is a subset of S we denote
by Wx the subgroup of W generated by X. It is well-known that for any subset
X of S there exists precisely one element w of minimal length in aWyx and it has
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the property that every element w’ € aWx can be written in the form w' = wx
with x € Wx and 4(w’) = {(w) + ¢(x). Such an element w is called an X -reduced
element. (Cf., [GrLie4-6, Ch. IV, Excercises §1].)

Let W = W, be the Weyl group and S be the set of simple reflections. If we
take X = S\{sy} then we find

Wx ={ceWy:0{1,2,...,9} ={1,2,...,9}} = 5,.

There is a natural partial order on W, with respect W, the Bruhat-Chevalley
order. It is defined in terms of Schubert cells X (w;) by:

w1 > wy <= X(wy) 2 X(ws).
Equivalently, if we define
(2.1) ru(ij) = #{a < i wla) < j,
then we have the combinatorial characterization
w1 < wy <= 1y, (4,7) > 1w, (4,5) forall 1 <i,5 <2g.

(Indeed it is easy to see that it is enough to check this for all 1 < i < g and
1 < j < 2g.) Chevalley has shown that wy > wsy if and only if any (hence every)
X-reduced expression for w; contains a subexpression (obtained by just deleting
elements) that is a reduced expression for ws; here reduced means that wy is written
as a product of ¢(ws) elements from S. Again, a reference for these facts is [BL00].

We now restrict to the following case. Let V' be a symplectic vector space over
Q and consider the associated algebraic group G = Sp(V). If E C V is a maximal
isotropic subspace then the stabiliser of the flag (0) C E C V is a parabolic subgroup
conjugate to the standard parabolic corresponding to H := S\{s,} C S. Hence
Wy will denote the subgroup of W, generated by the elements of H and we will
also use the notation Py for the parabolic subgroup corresponding to Wy, i.e., the
subgroup of the symplectic group stabilizing a maximal totally isotropic subgroup.
As Wy consists of the permutations of Wy that stabilise the subsets {1,...,g}
and {g+1,...,2g} and the restriction of its action to {1,..., g} determine the full
permutation we may identify Wy with Sy, the group of permutations of {1,...,g}
and we shall do so without further mention. (This is of course compatible with the
fact that H spans an A, ;-subdiagram of the Dynkin diagram of G.) There are
29 = |Wy|/|Wr| elements in W, which are H-reduced elements. These 29 elements
will be called final elements of W,. The Bruhat-Chevalley order between elements
in W, as well as the condition for being H-reduced can be conveniently expressed
in terms of the concrete representation of elements of W, as permutations in the
following way.

Let A, B two finite subsets of {1,2,..., g} of the same cardinality. We shall write
A < B if the i’th largest element of A is < the i’th largest element of B for all
1<i <A

Lemma 2.1. i) If w = [a1az ... a,4] and w' = [b1ba...b,] are two elements of W,
then w < w' in the Bruhat-Chevalley order precisely when for all 1 < d < g we
have {a1,as,...,aq} < {b1,b2,...,bq}.

i) Let w = [ajaz...a4] and w' be the final element of wWy and let w' =
[b1bs ... b,] then w! < w' in the Bruhat-Chevalley order precisely when {a1,az, ... ,a,} <

{b1,ba2,...,bg}.
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iti) An element o € W, is H-reduced (or final) if and only if o(i) < o(j) for
all1 <i<j<g. Also, o is H-reduced if and only if o sends the first g — 1 simple
roots into positive roots.

Proof. See for instance [BLO0O, p. 30]. O

2.2. Final Types and Young Diagrams. There are other descriptions of final
elements that are sometimes equally useful. These involve maps of {1,2,...,2g} to
{1,2,...,¢g} and certain Young diagrams. We begin with the maps.

Definition 2.2. A final type (of degree g) is an a non-decreasing surjective map
v:{0,1,2,...,2¢9} — {0,1,2,...,g}

satisfying
v(2g—i)=v({i)—i+g for 0<i<g.

Note that we either have v(i + 1) = v(¢) and then v(29g — i) =v(2g—i—1) +1
or v(i+1) = v(i)+1 and then v(2g —i) = v(2g—4i—1). A final type is determined
by its values on {0,1,...,g}. There are 29 final types of degree g corresponding to
the vectors (v(i+1) — V(i))f:_ol € {0,1}9. The notion of a final type was introduced
by Oort (cf. [0001]).

To an element w € W, we can associate the final type v,, defined by

V(1) =4 — 1r4y(g,9).
This is a final type because of the rule r(g,29 — i) — 74 (g,7) = g — @ which follows
by induction on 4 from the fact that w(2g + 1 —a) = 2g+ 1 — w(a). It depends
only on the coset wWpy of w since a permutation of the a < g does not change the
definition of 7,(g,1) = #{a < g: w(a) < i}.
Conversely, to a final type v we now associate the following element w, of the
Weyl group, a permutation of {1,2,...,2g} as follows. Let

ﬂ:{ll,lg,,lk}:{l S’ng V(Z) :V(Zil)}
with i1 <19 < ... given in increasing order and let

B¢ ={Jj1.d2, -+ Jg—k}
be the elements of {1,2,...,g} not in &, in decreasing order. We then define a
permutation w, by mapping 1 < s< ktoisand k+1<s<gto29+1—7js_. The
requirement that w, belong to W, now completely specifies w, and by construction
w, (1) <w,(j) if 1 <i<j<g,soitis a final element of Wy. It is clear from 2.1
that we get in this way all final elements of W,. The Bruhat-Chevalley order for
final elements can also be read off from the final type v. We have w > w’ if and
only if v, > vyy. This follows from 2.1, ii).
We summarise:

Lemma 2.3. By associating to a final type v the element w, and to a final element
w € Wy the final type v, we get an order preserving bijection between the set of 29
final types and the set of final elements of W.

The final types are in bijection with certain Young diagrams: Our Young dia-
grams will be put in a position that is opposite to the usual positioning, i.e., larger
rows will be below smaller ones and the rows will be lined up to the right (see next
example). Furthermore, we shall make Young diagrams correspond to partitions
by associating to a diagram the parts that are the lengths of its rows. We shall
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say that a Young diagram is final of degree g if its parts are < g and no two parts
are equal. They therefore correspond to subsets £ = {g > & > & > ... > &} of

{1,2,...,g}.
To a final type v we now associate the Young diagram Y, whose associated subset
¢ is defined by

&=#{i:1<i<g, v()<i-j}

A pictorial way of describing the Young diagram is by putting a stack of i — v(7)
squares in vertical position ¢ for 1 <14 < g.

Example 2.4. This example corresponds to
{V(Z) i= 1aag} = {1727~-~>g - 579 - 579_4,9_4,9 _379 _3}
and hence £ = {5, 3,1} (see Fig. 1).

L 1 1 1 1 1 ’ ‘
FIGURE 1. Young diagram with & = {5, 3,1}.

The final elements w in W, are in 1-1-correspondence with the elements of
Wy /Wg. The group W, acts on W,/Wy by multiplication on the left, i.e., by
the permutation representation. Therefore W, also acts on the set of final types
and the set of final Young diagrams. To describe this action we need the notion of
a break point.

By a break point of a final type ¥ we mean an integer ¢ with 1 <4 < g such that
either

1) ve—1)=v(@@)#v(@+1),or

2) vi—1)#v@E)=v(@+1).
If ¢ is not a break point of v = v, then v(i+ 1) =v(i—1) orv(i+1) =v(i—1)+2
and then vg,,, = 1. In particular, g is always a break point. The set of break
points of v equals

{1<i<g: Vg # V-

Since v = v,, determines a coset wWpy, we have that 7 is not a break point of v if
and only if w™ts;w € Wy, i.e., if and only if wWy is a fixed point of s; acting on
W, /Wy The action of s; on a final type v is as follows: if ¢ is not a break point
then v is fixed, otherwise replace the value of v at i by v(i) + 1 if v(i — 1) = v(4)
and v(i) — 1 otherwise.

If w is a final element given by the permutation [a1,as, ..., a4] then it defines a
second final element, called the complementary permutation, defined by the permu-
tation [b1,ba,. .., by], where by < by < ... < by are the elements of the complement
{1,2,...,2¢}\{a1,...,a4}. If € is the partition defining the Young diagram of w
then £° defines the Young diagram of the complementary permutation. The set of
break points of w and its complementary element are the same.
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Lemma 2.5. Let w be a final element with associated final type v and complemen-
tary element v.

i) We have that v = oywoy = woi0y, where oy (resp. 01) is the element of Sy
(resp. Wy) that maps 1 <i < gtog+1—i (resp. to2g+1—1).

i) If 1 <i < g hasv(i—1) # v(i) then v=1(i) = v(i) and if it has v(i—1) = v(4)
then v=1(i) =29+ 1—v(2g+1—1).

Proof. As w maps i to a; we have that 2g + 1 — a; is not among the a; and hence
b; =29 +1—agy1—; (using that both the a; and b; are increasing sequences). This
gives o1wog (i) = 01(agr1-:) = 29+ 1 —agr1—; = b; but we note that as w € W, it
commutes with oy.

If v(i —1) # v(i) and, say, v(i) = i — k then we have k natural numbers
1 <14y <ig < --- <ig <isuch that v(i; — 1) = v(i;). By the definition of v we
then have v(i — k) = (i — k) + k since the k values i; (j = 1,...,k) are values for
v, hence not of w. The second part is similar. (I

Remark 2.6. The permutations o7 and oy of course have clear root theoretic rele-
vance, they are respectively the longest element of W, and S,. Multiplication by
them reverses the Bruhat-Chevalley order. Similarly it is clear that going from a fi-
nal element to its complementary element also reverses the Bruhat-Chevalley order
among the final elements and the first part of our statement says that that opera-
tion is obtained by multiplying by o7 and og, a fact that we presume generalises.
Somewhat curiously our use of the complementary permutation seems unrelated to
these facts.

In terms of Young diagrams the description is analogous and gives us a way to
write the element w, as a reduced product of simple reflections. To each s; we
can associate an operator on final Young diagrams. If Y is a final diagram, s; is
defined on Y by adding or deleting a box in the i'th column if this gives a final
diagram (only one of the two can give a final diagram) and then s;Y will be that
new diagram; if neither adding nor deleting such a box gives a final Youg diagram
we do nothing. In terms of the description as subsets ¢ adding a box corresponds
tog+l—icéand g+2—i¢ € and then 5,6 = (E\{g+1—4i})U{g+2—i}. Ttis
then clear that for any final Young diagram Y there is a word s;, s;,S;, - - - 84, such
that Y = s;, 84,5, - - - 5,0, where () denotes the empty Young diagram. Comparison
with the action of s; on final types and the correspondence between final types and
Young diagrams shows that the action of s; on diagrams is indeed obtained from
that on final types. If we now have a word ¢t = s;, ...s;, in the s; we can make
it act on Young diagram by letting each individual s; act as specified. Note that
this action only depends on the image of ¢ in W, but for the moment we want
to consider the action by words. We define the area of a Young diagram Y to be
the number of boxes it contains. We shall say that the word ¢ is building if the
area of t() is equal to k, the length of the word (not the resulting element). This is
equivalent to the action of s; adding a box to s;, ., ...s; 0 for all r.

Lemma 2.7. i) If v is a final type and t is a word in the s; such that Y,¢ = tQ then
w, = w, where w is the image of t in Wy and ¢(w,) = g(g+1)/2 — area(Y,,).
i1) t is H-reduced if and only if t is building.

Proof. To prove i) we begin by noting that tf) only depends on the image of ¢ in
Wy so that 1) is independent of the choice of t. Hence we may prove it by choosing
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a particular ¢ using induction on the area of Y,¢. Note that g(g+1)/2 — area(Y,) =
area(Y) so that the last part of i) says that ¢(w,) = area(Y,S). The final type v
with v(i) = 0 for ¢ < g corresponds to final diagram Y,, with empty complementary
diagram. We have w, = 1 € Wy, the empty product and it has length 0. This
proves the base case of the induction. Suppose we proved the statement for diagram
Y, with area(Y,) < a. Adding one block to Y,¢ to obtain Y, means that for some
iwe have g+ 1—i €& and g+ 2 —i ¢ £°, where £° is the subset corresponding to
Y, the new subset is (§')° = (£ \ {g —¢}) U{g — ¢+ 1}. This means that if ¢ < g
there are b < a < ¢ such that w, (b) = ¢ and w,(a) = 29 — i and w,/(b) =i+ 1 and
wys (a) = 2941 —1 and the rest of the integers between 1 and g mapped to the same
elements. (The case when ¢ = g is similar and left to the reader.) This makes it
clear that we have w,, = s;w, so by the induction ¢ maps to w,. It remains to show
the formula for ¢(w,). In the definition of ¢(w) only the second term contributes
as wy, (1) < wy(j) if i < j < g. Now, the only difference in the collections of sums
w(i) + w(j) for i < j and w equal to w, and w,, appears for (i,5) = (b,a) and we
have w, (b) + w,(a) = 2g and w,(b) + w,(a) = 2g + 2 so that the length of w, is
indeed one larger than that of w,..

As for ii), we have that tf) = Y,¢, where v is the final type of w and then ii) is
equivalent to ¢t being H-reduced if and only area(Y)S) is equal to the length of ¢.
However by i) we know that area(Y)S) is equal to £(w,) and ¢ is indeed H-reduced
precisely when its length is equal to ¢(w,). O

Example 2.8. Consider again the Young diagram of the previous example but now
for g = 5 (see Fig. 2). We have £ = {5,3,1} and thus £ = {2, 4}, so w, = [13579]

L

1 2 3 4 5
FIGURE 2. Young diagram with g = 3 and £ = {5, 3,1}

and w, can be written as s48552538485 (notice that permutations act from the left
on diagrams).

We now characterise final types. Besides the function v, defined by
v(i)=i—#{a < g: wla) <i} =i—ryu(g,1)
and extended by v(2g — i) = v(i) — i+ g for i = 0,...,g, we define a function
I = iy on the integers 1 <1 < 2g by
(i) == (max{w '(a): 1 < a <i}— g)+,
where (2)" := max(z,0). Alternatively, we have
p(i) =min {0 < j < g:ru(g+i,1) =i}
Note that both u and v are non-decreasing functions taking values between 0 and
g. Also v can increase by 1 only and v(2¢g) = u(2g) = g. If w is final then v, is

the final type associated to w. For an arbitrary w the function v is the final type
of the final element in the coset wSj.
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Lemma 2.9. We have (i) > v, (i) for 1 < i < 2g with equality precisely when
w is a final element and then v, is the final type of w.

Proof. We first prove the inequality p > v. Let 1 < i < g. Suppose that p(i) = m,
i.e., the maximal j with w(j) in [1,7] is g + m. Then there are at most m elements
from [g + 1,2¢g] which map into [1,4] and so there are at least i — m elements from
[1, g] with their image under w in [1, 4], so i—v(i) > i—m, in other words v (i) < (7).
For ¢ in the interval [¢g + 1,2¢g] we consider v(2g — i) = #{a < ¢g: w(a) > i}. If
(29 — i) = m then there are at least g — m elements from [1,¢] mapping into
[1,2g9 — 4] so v(2g — i) is at most equal to m.

If w is final then w respects the order on [1,g] and this implies that if #{a <
g: w(a) <t} =n then t —n elements from [g+ 1,2g] map to [1,¢], so the maximum
element from [g + 1, 2¢] mapping into [1,t] is g+t —n. Hence p(t) =t —n = v(t).

Conversely, if (i) = v(i) then this guarantees that w(i) < w(j) for all pairs
1<i<j<g. O

We get as an immediate corollary.

Corollary 2.10. Let w € W,. We have that ry,(g + vy(i),i) =14 for all1 <i< g
precisely when w is a final element.

Proof. The lemma says that if w is final then we have

v(i) = p(i) = min {0 < j < g :rulg+5.0) =i}
and in particular that v(i) € {0 <j <g:r,(g+74,7) =i} which gives one direc-
tion.

Conversely, if we have r,(g + v(%),7) = ¢, then v,,(4) > py(i) and then the
lemma gives that w is final. O

2.3. Canonical Types. We now deal with an iterative way of constructing the
function v starting from its values on the endpoints and applying it repeatedly.

A final type v is given by specifying v(j) for j = 1,...,2g. But it suffices to
specify the values of v for the break points of v. Under v an interval [i1, i2] between
two consecutive break points of v is mapped to an interval of length is — 47 or is
mapped to one point. However, the image points v(i1) and v(i2) need not be break
points of v. Therefore we enlarge the set of break points to a larger set C,,, called
the canonical domain. We define C, to be the smallest subset of {0,1,...,2¢g}
containing 0 and 2¢g such that if j € C), then also 2g — 5 € C), and if j € C}, then
v(j) € C,. It is obtained by starting from R = {0,2¢} and adding the values v(k)
and v(2g — k) for k € R and continuing till this stabilises. The restriction of v to
C, is called a canonical type. We wish to see that the canonical domain C,, contains
the break points of v and hence that we can retrieve v from the canonical type of
v. To see this we need a technical lemma (its formulation is somewhat obscured by
the fact that we also want to use it in another slightly different context).

Definition-Lemma 2.11. We shall say that a subset S C {0,1,...,2¢g} is stable
if it has the property that it contains 0 and is stable under i — i+ := 2g —i. For
a stable subset S a map f: S — SN{0,1,...,9} is adapted to S if f(0) = 0
and f(29) = g, if it is contracting, i.e., it is increasing and f(j) — f(i) < j—1i
for i < j and if it fulfills the following complementarity condition: For any two
consecutive i,j € S (i.e., i < j and there are no k € S with i < k < j) we have

fG)=f@)=j—i = f(j)=[fG").
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i) If S is stable and f is a non-surjective function adapted to S then there is a
proper subset T'C S such that fir is adapted to T.

it) If S is stable and f is a surjective function adapted to S then for any two
consecutive i,j € S we have either f(i) = f(j) or f(j) — f(i) =7 — 1.

iii) We say that (S, f) is minimally stable if S is stable and f is adapted to S
and furthermore there is no proper stable subset T' C S for which fir is adapted to
it, then the function v: {1,2,...,2g9} — {1,2,...,g} obtained from f by extending
it linearly between any two consecutive i,5 € S is a final type, S = C,, and v is the
unique final extension of f. Conversely, if f is the canonical type of a final type
v then (Cy, f) is minimally stable and in particular v is the linear extension of its
canonical type.

Proof. For i) consider T' = f(S) U (f(S))*. It is clearly stable under f and 1 and
contains 0. If f is not surjective T is a proper subset of S.

Assume now that we are in situation of ii). We show that if i < j € S are
consecutive then either f(j) — f(i) =j —i or f(i) = f(j) by descending induction
on j —i.

By induction we are going to construct a sequence i < jr € S k = 1,2,...
of consecutive elements such that either (ix_1,jr—1) = (ji, it) or (f(ix), f(jr)) =
(ik—1,Jk—1) but not both (ir_1,jk-1) = (ji,ix) and (ig—2,jk—2) = (ip_1sin_1)

and in any case jr — iy = j —i. We start by putting i; := ¢,j; := j. Assume
now that i < jr have been constructed. If we do not have i, jir < g, then
as g € S, we must have ji,i} < g and then we put (ixt1,jk+1) = (it ip)-

If we do have iy, jr < g then by the surjectivity of f there are ix41,jk+1 € S
such that f(ig+1) = ik and f(jg+1) = Jr. As f is increasing igy; < jg+1 and
by choosing ix4+1 to be maximal and jg41 to be minimal we may assume that
they are neighbours. We must have that jx4+1 — ix+1 = j1 — ¢1. Indeed, we have
fUr+1) = fliks1) < jr — ik as f is contracting. If we have strict inequality we
have j — ¢ = jix — ir < Jk+1 — tk+1 and hence by the induction assumption we
have either that jp —ix = f(Jr+1) — f(ik+1) = Jr+1 — Gx+1 which is a contradiction
or jx = f(jk+1) = f(ixs1) = ik which is also a contradiction. Hence we have
Jk+1 — ik+1 = Jjr — g = j — ¢ and we have verified the required properties of
(kt1, Jr+1)-

There must now exist 1 < k < £ such that (ix, ji) = (i¢, je) and we pick k& minimal
for this property. If k = 1 we have either j —i = jo_1 —ip—1 = f(Jo) — f(i¢) =
FG) = £G) or j—i = joa —ie2 = fUrr) — flie) = FG) = F(G*) which
implies that f(i) = f(j) by assumptions on f. We may hence assume that k > 1.
We can not have both (ix_1,jk—1) = (ji,it) and (ic—1,50-1) = (j7,i7) as that
would contradict the minimality of k. If (ig—1,7Jk-1) = (]é‘,zé—) and ip_1,je—1) =
(f(ie), f(je)) then we get jy—1 —ik—1 = J —i = je—1 —ie—1 = flig_y) — 1)
which implies f(jx—1) = f(ix—1) which is either what we want in case k = 2
or a contradiction. Similarly the case (is—1,750-1) = (ji-,i7) and ig_1,jk—1) =
(f(ix), f(Jr)) leads to a contradiction as does the case ip_1,je—1) = (f(ie), f(Je))
and ix—1, jk—1) = (f(ix), f(Jr))-

Finally, to prove iii) we note that by ii) for ¢ < j € S consecutive we either have
f(@) = f(j) or f(j) — f(i) = j — 4. This means that the linear extension v has the
property that for 1 < ¢ < 2g we have either v(i) = v(i—1) or v(i) = v(i—1)+1 and
if (i) = v(i—1)+1 we get by the conditions on f that v¥(2g—i+1) = v(2g—1). If for
some i v(i) = v(i—1) and v(2g—i+1) = v(2g—1i) we get that g = f(29) =v(29) < g
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which is impossible by assumption and hence v is indeed a final type. It is clear
that S fulfills the defining property of C), so that S = C,. The conditions on a
final element implies that v(j) — v(i) < j — i for j < ¢ which implies that f has a
unique final extension.

Conversely, if v is a final type then C, clearly fulfills the required conditions and
we have just noted that v(j)—v(i) < j—i for j < i. The complementarity condition
follows from the condition v(i) = v(i — 1) <= v(2g—i+1)=v(2¢—i)+1. O

We now give an interpretation of the canonical domain in terms of the Weyl
group. Let v € W, be a final element. A canonical fragment of v is a maximal
interval {i < a < j} =:i,4j] € {1,2,...,2¢g} such that v¥(]i, j]) remains an interval
for all k.

Proposition 2.12. Let v € W, be a final element, w its the complementary ele-
ment, and v the final type of w.

i) {1,2,...,2g} is the disjoint union of the canonical fragments of v and they
are permuted by v.

it) If 1i, j] is a canonical fragment for v, and if v(j) # v(j — 1), then v maps
14, 4] bijectively to Jv(i),v(5)].

iii) If 4, j] is a canonical fragment, then so is ]7,7].

iv) The upper endpoints of the canonical fragments together with 0 comprise
exactly the canonical domain for w.

Proof. If two canonical fragments I and J meet, their union K will be an interval
and as v¥(K) = v*(I) Uv*(J), we see that v¥(K) will be an interval for all k. By
the maximality we get that I = J. On the other hand i — 1, 4] fulfills the stability
condition so that 4 lies in a fragment. Hence {1,2,...,2¢} is the disjoint union of
fragments.

Let now R be the set of upper endpoints of fragments together with 0. As
{1,2,...,2g} is the disjoint union of the fragments of v it follows that if i, j] is a
fragment, then ¢ is also the upper end point of a fragment. Thus it follows from
iii) that R is stable under i — 7. Let now ¢ be an upper endpoint of a fragment.
We want to show that v(i) € R and we may certainly assume that v(i) # 0 and
we may also, by way of contradiction assume that 7 is a minimal upper endpoint
for which v(i) is not an upper endpoint. If v(i) # v(i — 1), then v=1(i) = v(i) and
hence v(i) is an upper endpoint of a fragment. Hence we may pick j < ¢ such that
v(i)=v(i—1) =---=v(j) #v(j—1). Then j can not belong to the same fragment
as ¢ and thus there must be an upper endpoint j < k < 4. Then v(k) = v(i) and
by minimality of ¢ we see that v(k) is an upper endpoint which is a contradiction.

We therefore have shown that R contains 0 and is stable under ¢ — 7 and v.
Hence it contains the canonical domain. Let now j € C, \ {0} and let i be the
largest j € O, such that i < j. We now want show by induction on k that v=*(I),
I :=]i, j], remains an interval for all & and that also v=%(j) is one of its endpoints.
Now, it follows from Lemma 2.5 that C,, \ {0} is stable under v and hence v=F(j)
will be the only element of C,, in v~*(I). Under the induction assumption v=*(I)
is an interval with v="(j) as one of its endpoints and hence v is constant on v (1)
by Lemma 2.11. By Lemma 2.5 v~ maps v~*(I) to interval with v=*71(j) as one
of its endpoints. This means that I is contained in a fragment and of the elements
of I it is only j that can be contained in R. This means that there are no elements
of R between consecutive elements of C,, and hence R C C,,. [l



CYCLE CLASSES ON THE MODULI OF ABELIAN VARIETIES 15

Corollary 2.13. By associating to a final type v its canonical type, its Young
diagram and the element w, we obtain a 1-1 correspondence between the following
sets of cardinality 29: the set of canonical types, the set of final types, the set of
final Young diagrams and the set of final elements of W.

2.4. Admissible Elements. The longest final element of W, is the element
Wp = SgSg—15gSg—2S9—1Sg - - - Sg515283 ... Sg,

which as a permutation equals [g + 1,9 + 2,...,2¢g]. Elements of W, that satisfy
w < wy are called admissible. We now characterise these.

Lemma 2.14. i) An element w € W, fulfills w < wy if and only if w(i) < g+
forall1<i<yg.
ii) The condition that w < wy is equivalent to r,(i,g+1) =i for all1 <i < g.

Proof. The first part follows immediately from the description of the Bruhat-
Chevalley order (2.1) and the presentation of wy.

For the second part one easily shows that w(i) < g+ for all 1 < i < g is
equivalent to 7,(i,g +¢) = ¢ for all 1 < i < g which gives the first equivalence. O

Remark 2.15. The number of elements w € W, with w < wp and of given length
has recently been determined by J. Sjostrand (cf., [Sj07]). This implies in particular
that the number of elements w € W, with w < wy equals

d\’ 1
2
dz 1—x ’7;:1/27

a fact that we originally guessed from a computation for small g and a search in [S]
leading to sequence A000629.

We give an illustration of the various notions for the case g = 2.

Example 2.16. g = 2. The Weyl group W5 consists of 8 elements. We list (see Fig.
3) the element, a reduced expression as a word (i.e. a decomposition w = s;, - - ¢;,
with k = £(w)), its length, the functions v and p and for final elements we also give
the partition defining the Young diagram.

w S l v I Y
[4,3,2,1] 518285152 4 {1,2} {2,2}
[4,2,3,1] §18281 3 {1,1} {2,2}
[3,4,1,2] §98182 3 {1,2} {1,2} @
2,4,1,3]  s1sp 2 {1,1} {1,1} {1}
3,1,4,2]  sps1 2 {0,1} {0,2}
2,1,4,3] 51 1 {0,0} {0,0}
1,3,2,4] 59 1 {0,1} {0,1} {2}
1,234 1 0 {00} {0,0} {1,2}

FiGURE 3. The g = 2 case.

The orbits of the complementary element will be play an important réle in our
discussion of the canonical flag. Here we introduce some definitions related to them.
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Definition 2.17. Let w € W, be a final and let v be its complementary element.
Assume that S is an orbit of the action of v on its fragments. As v commutes with
1 — 7 we have that S is either invariant under i — 7 in which case we say that it is
an odd orbit or that S is another orbit in which case we say {S, S} is an even orbit
pair.

2.5. Shuffles. Recall that a (p, q)-shuffle is a permutation o of {1,2,...,p + ¢}
for which (i) < o(j) whenever i < j < porp < i < j. It is clear that for
each subset I of {1,2,...,g} there is a unique (|I|,g — |I|)-shuffle ¢/ such that
I ={0l(1),0(2),...,0!(|I|)} and we will call it the shuffle associated to I. We
will use the same notation for the corresponding element in W, (i.e., fulfilling
ol(2g+1—1i) =2g+1—0!(i) for 1 <i < g). By doing the shuffling from above
instead of from below we get another shuffle o given by o7(i) = g+1—0!(g+1—1).
We will use the same notation for its extension to W,. Note that oy will shuffle the
elements {g + 1,9+ 2,...,2g} in the same way that o/ shuffles {1,2,...,g}, i.e.,
ol(g+1i) = g + o1(i), which is the relation with o that motivates the definition.
Note that if I = {i; < --- < i,} and if we assume that i, > r (if not then o/ and
oy are the identity elements) and we let k be the smallest index such that iy, > k,
then of = sik,101/ and o7 = sg1-(i,—1)0r, where I' = {iy,... i — 1,... 4, }.
We call the s; jwsgi1_(;—1) for w € W, the i’th elementary shuffle of w, say that
I’ is the elementary reduction of I whose reduction index is iy.

We define the height of a shuffle associated to a subset {i1,i2,...,ix} C {1,2,...,9}
tobe Y (is—s). Using w' = s;wsg11-¢ <= siw’'sgr1-¢ = w, we see that starting
with a shuffle w of a final element we arrive at a final element after ht(w) elementary
shuffles.

Definition 2.18. Let Y be a final Young diagram of degree g. The shuffles of Y
are the elements of W, of the form UIuchrI_1 for I C{1,2,...,9}.

If w < wy we say that 1 <4 < g is a semi-simple index for w if w(i) = g+ (note
that as w < wy we always have w(i) < g+14). The set of semi-simple indices will be
called the semi-simple index set and its cardinality the semi-simple rank. We say
that w is semi-simply final if the semi-simple index set has the form [¢ — f + 1, g]
(where then f is the semi-simple rank). This is equivalent to w having the form
[..,29—f+1,29—f+2,...,29]. If w=wy, Y a final Young diagram, then w
is semi-simply final and the semi-simple rank is equal to g minus the length of the
largest row of Y (defined to be zero if Y is empty).

Proposition 2.19. Let w < wy be a semi-simply final element of semi-simple rank
fandlet I C{1,2,...,2g} be a subset with #I = f. Put I := {g+1—i:i¢eI}.
Then w' = aIwol_l is an element with w' < wy of semi-simple rank f and semi-
simple index set I. Conversely, all w' < wy whose semi-simple index set is equal
to I are of this form.

Proof. Put j := afl(i). Note that j > g— f <= iel. If j > g— f we have
w(j) = g+ j and hence olwyo;'(i) = o!(g+ j) = g+ 01(j) = g +i. If on the
other hand j < g — f, then if wy (j) < g there is nothing to prove, if not we may
write wy (j) = g + k and as the semi-simple rank of Y is f we have k < j. Then
olwyo; (i) = ol(g+j) = g+or(k)and as k < j < g— f we have o7(k) < o7(j) =i
which gives olwyo; (i) < g +i.

The converse is easy and left to the reader. ([



CYCLE CLASSES ON THE MODULI OF ABELIAN VARIETIES 17

Finally, we define the a-number for any element w € W, by

a(w) :=ru(g, g)-

If w is final with associated Young diagram Y then its a-number, also denoted ay,
is the largest integer a with 0 < a < g such that Y contains the diagram with
¢={a,a—1l,a—2,...,1}.

3. THE FLAG SPACE

3.1. The Flag space of the Hodge bundle. In this section we introduce the flag
space of a principally polarised abelian scheme over a base scheme of characteristic
p. We use the Frobenius morphism to produce from a chosen flag on the de Rham
cohomology a second flag, the position of which with respect to the first flag will
be the object of study.

We let S be a scheme (or Deligne-Mumford stack) in characteristic p and let
X — S be an abelian scheme over S with principal polarization (everything would
go through using a polarization of degree prime to p but we shall stick to the prin-
cipally polarised case). We consider the de Rham cohomology sheaf H}n(X/S).
It is defined as the hyper-direct image Rlm,(Ox — Q}ws). It is a locally free
sheaf of rank 2¢g on S. The polarization (locally in the étale topology given by a
relatively ample line bundle on X'/S) provides us with a symmetric homomorphism
p: X — X and the Poincaré bundle defines a perfect pairing between HLR(X/S)
and H},,(X/S) and thus Hap(X/S) comes equipped with a non-degenerate alter-
nating form (cf. [0095])

(1) Hap(X/S) x Hgp(X/S) — Os.
Moreover, we have an exact sequence of locally free sheaves on S
0— ﬂ*(Qﬁg/s) — Hip(X/S) — R*7.0Ox — 0.

We shall write H for the sheaf H},(X/S) and E for the Hodge bundle W*(Qk/s).
‘We thus have an exact sequence

0—-E—-H-E -0
of locally free sheaves on S. The relative Frobenius F: X — X® and the Ver-

schiebung V: X)) — X satisfy F -V = p-idyw and V- F = p-idy and they
induce maps, also denoted F' resp.V, in cohomology:

F:H® -HW and V:H-— H®,

Of course, we have FV =0 and VF =0 and F and V are adjoints (with respect to
the alternating form). This implies that Im(F') = ker(V) and Im(V') = ker(F') are
maximally isotropic subbundles of H and H®). Moreover, since dF = 0 on Lie(X)
it follows that F' = 0 on E(® and thus Im(V) = ker(F) = E(®). Verschiebung thus

provides us with a bundle map (again denoted by V): V: H — RE®),

Consider the space F = Flag(H) of symplectic flags on the bundle H consisting
of flags of subbundles {E;}>, satisfying rk(E;) = i, By,; = E;y ;, and E, = E.
This space is a scheme over S and it is fibred by the spaces F() of partial flags

Ei CEp1 &0 G Ky
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So F = FN) = Flag(H) and F¥ = S and there are natural maps
i1t FO — FOD,

the fibres of which are Grassmann varieties of dimension i. So the relative dimension
of Fis g(g —1)/2. The space F*) is equipped with a universal partial flag. On F
the Chern classes of the bundle E decompose into their roots:

)\i:O'i(gl,...,gg) with Ei:cl(Ei/Ei,1)7

where o; is the i-th elementary symmetric function.
On F® we have the Chern classes liv1,..., 44 and

AN(i) =c(E)  j=0,1,...,4.

Its Chow ring is generated over that of A, by the monomials ¢} --- ¢z with
0 <mj; < j— 1. For later use we record the following Gysin formula.

Formula 3.1. We have (7 41).¢F,; = s—;(i + 1), where 5;(i + 1) denotes the
jth Segre class of E;11 (jth complete symmetric function in the Chern roots
Ela T 7£i+1)'

Given an arbitrary flag of subbundles
0=ECE, C...CE;,=E

with rank(E;) = ¢ we can extend this uniquely to a symplectic filtration on H by
putting
Eyi = (Eg—i).
By base change we can transport this filtration to H®).
We introduce a second filtration by starting with the isotropic subbundle

D, :=ker(V) =V~10) c H

and continuing with
Dy i = Vﬁl(]Ez(‘p))

We extend it to a symplectic filtration by setting D,_; = (]D)g_H-)l. We thus have
two filtrations E, and Dy on the pullback of H to F.
We shall use the following notation

,Ci = Ei/Ei—l and Mi = ]D)i/Di—l for 1 < ) < 2g.

For ease of reference we formulate a lemma which follows immediately from defini-
tions.

Lemma 3.2. We have Mgy; = LY, Logr1-; = LY and Mogi1—; = M.

We shall more generally for a family X — S of principally polarised abelian
varieties say that a Hodge flag for the family is a complete symplectic flag {E;} of
H for which E, is equal to the Hodge bundle. By construction this is the same thing
as a section of F, — S. We shall also call the associated flag {ID;} the conjugate
flag of the Hodge flag.



CYCLE CLASSES ON THE MODULI OF ABELIAN VARIETIES 19

3.2. The canonical flag of an abelian variety. In this section we shall confirm
that the canonical filtration of X|[p] (kernel of multiplication by p) by subgroup
schemes of a principally polarised abelian variety X as defined by Ekedahl and
Oort [0001] has its analogue for de Rham cohomology. Just as in [O001] we do this
in a family X — S. It is the coarsest flag which is isotropic (i.e., if D is a member of
the flag then so is D*) and stable under F (i.e., if D is a member of the flag then so
is I (ID)(p))). The existence of such a minimal flag is proven by adding elements F=
and F(D®) for D already in the flag in a controlled fashion. We start by adding 0
to the flag. We then insist on three rules:

(1) If we added D C D,, then we immediately add D+ (unless it is already in
the flag constructed so far).

(2) If we added D, C D, then we immediately add F(D®) (unless it is already
in the flag constructed so far).

(3) If neither rule 1) nor rule 2) applies, then we add F(D®) for the largest
element D of the flag for which F (D) is not already in the flag.

We should not however do this construction on S; we want to insure that we get a
filtration by vector bundles: At each stage when we want to add the image F(]D)(p)),
we have maps F': D®) — H of vector bundles and we then have a unique minimal
decomposition of the base as a disjoint union of subschemes such that on each
subscheme this map has constant rank. At the same time as we add F(D®)) to
the flag we replace the base by this disjoint union. On this disjoint union F(D®))
then becomes a subbundle of H and whether or not it is equal to the one of the
previously defined subbundles is a locally constant condition. A simple induction
then shows that we get a flag, i.e., for any two elements constructed one is included
in the other, on a disjoint union of subschemes of S. As each element added is
either the image under F' of an element previously constructed or the orthogonal
of such an element it is clear that this flag is the coarsening of any isotropic flag
stable under F' and it is equally clear that the decomposition of S is the coarsest
possible decomposition. We shall call the (partial) flag obtained in this way the
canonical flag of X/S and the decomposition of S the canonical decomposition of
the base.

To each stratum S’ of the canonical decomposition of S we associate a canonical
type as follows: Let T C {1,2,...,2¢g} be the set of ranks of the elements of the
canonical flag and let f: T — T N{1,...,g} be the function which to ¢ associates
rk(F(D®)), where D is the element of the canonical flag of rank t. We now claim
that T and f fulfills the conditions of Lemma 2.11. Clearly T contains 0 and by
construction it is invariant under ¢ — 2g — ¢. Again by construction f is increasing
and has f(0) = 0 and f(2¢9) = g. Furthermore, if i,j5 € T with ¢ < j then
F induces a surjective map (D/D')?) — F(D)/F(D), where D resp. I are the
elements of the canonical flag for which the rank is j resp. ¢ and hence f(j)— f(i) =
rk(F(D)/F (D)) < rk(D/D') = j — 4. Finally, assume that f(j) — f(¢) = j — and
let D and D’ be as before. Putting D; := F(D®) and D} := F(D'®) these
are also elements of the canonical filtration and we by assumption F' induces an
isomorphism F: (D/D')®) — D;/D}. The fact that it is injective means that
DNker F = D' Nker F which by taking annihilators, and using that ker F' is its own
annihilator, gives D+ +ker F' = D'+ +ker F which implies F'(D+) = (D'*) and hence
that f(2g —i) = f(2g9 —j). Now, if f is not surjective then by Lemma 2.11 there is
a proper subset of T fulfilling the conditions of the lemma. This is not possible as
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T by construction is a minimal subset with these conditions. Hence T and f fulfils
the conditions of Lemma 2.11 and hence by them we get that (f,7) is a canonical
type. Let v be its associated final type. If 0 =Dy C D;; C --- C Dyy = H is the
canonical flag with rkD; = i we have also proved that F' induces an isomorphism
(D;/D;)®) — D, (j)/Dy(;) which can be rephrased as an isomorphism

p®
F: DY)

) = Dlv

where we have used the notation D := D; /D, for an interval J =|j,i] and v € W,
is the complementary element of (the final element of) v. We shall say that v (or
more properly f) is the canonical type of the principally polarised abelian variety
Xs — 58’. (We could consider the canonical type as a locally constant function on

the canonical decomposition to the set of canonical (final) types.)

Remark 3.3. Note that the canonical flag is a flag containing D, and not E,. That
will later mean that the canonical flag will be a coarsening of a conjugate flag
which is derived from a Hodge flag. On the one hand this is to be expected. As
the canonical flag is just that; it will be constructed in a canonical fashion from the
family of principally polarised abelian varieties. Hence it is to be expected, and it is
clearly true, that the canonical flag is horizontal with respect to the Gauss-Manin
connection. On the other hand we do not want to just consider conjugate flags (or
make constructions starting only with conjugate flags). The reason is essentially
the same; as Dy (or more generally the elements of the canonical flag) is horizontal
it will not reflect first order deformations whereas E, isn’t and does. This will turn
out to be of crucial importance to us and is the reason why the Hodge flags will
be the primary objects and the conjugate flags derived. On the other hand, when
working pointwise, over an algebraically closed field say, we may recover the Hodge
flag from the conjugate flag and then it is usually most convenient to work with
the conjugate flag.

Example 3.4. Let X be an abelian variety with p-rank f and a(X) = 1 (equiv-
alently, on G, the operator V has rank g — 1 and semi-simple rank g — f). Then
the canonical type is given by the numbers {rk(C;)}, i.e.,

{Oafaf+17729_f_1a2g_f729}
and vis given by v(f) = f,v(f+ 1) =f,v(f+2)=f+1,...,v(g)=9g—1,...,
v2g—f—-1)=g—1,v(29 — f) = g and v(2g) = g. The corresponding element
weWyis[f+1,9+1,...,2g—f—1,29g— f+1,...,2¢].

4. STRATA ON THE FLAG SPACE

4.1. The Stratification. The respective positions of two symplectic flags are en-
coded by a combinatorial datum, an element of a Weyl group. We shall now define
strata on the flag space F over the base S of a principally polarised abelian scheme
X — S that mark the respective position of the two filtrations E, and D, that we
have on the de Rham bundle over F.

Intuitively, the stratum U, is defined as the locus of points = such that at x we
have

dim(E; ND;) > 7, (4,7) = #{a <i:w(a) <j} forall 1<i4,j5<2g.

A more precise definition would be as degeneracy loci for some appropriate bundle
maps. While this definition would work fine in our situation where we are dealing
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with flag spaces for the symplectic group it would not quite work when the sym-
plectic group is replaced by the orthogonal group on an even-dimensional space (cf.,
[FP98]). With a view on future extensions of the ideas of this paper to other situ-
ations we therefore adopt the definition that would work in general. Hence assume
that we have a semi-simple group G, a Borel group B of it, a G/B-bundle T — Y
(with G as structure group) over some scheme Y, and two sections s,t: Y — T
of it. Then for any element w of the Weyl group of G we define a (locally) closed
subscheme U, resp. U, of Y in the following way. We choose locally (possibly in
the étale topology) a trivialization of T for which ¢ is a constant section. Then s
corresponds to a map Y — G/B and we let U, (resp. U,,) be the inverse image of
the B-orbit BwDB (resp. of its closure). Another trivialization will differ by a map
Y — B and as BwB and its closure are B-invariant these definitions are consistent
and hence give global subschemes on Y. If s and ¢ have the property that X = U,,,
then we shall say that s and t are in relative position w and if Y = U, we shall say
that s and ¢ are in relative position < w.

Remark 4.1. The notation is somewhat misleading as it suggests that U, is the
closure of U, which may not be the case in general. In the situation that we shall
meet it will however be the case (cf., Corollary 8.4).

The situation to which we will apply this construction is when the base scheme
is the space F of symplectic flags Eo as above, s is the tautological section of the
flag space of H over F, and t is the section given by the conjugate flag Do. From
now on we shall, unless otherwise mentioned, let U, and U, denote the subschemes
of F coming from the given s and ¢ and w € W,. In this case it is actually often
more convenient to use the language of flags rather than sections of G/B-bundles
and we shall do so without further mention. We shall also say that a Hodge flag
E, is of stamp w resp. stamp < w if E, and its conjugate flag D, are in relative
position w resp. < w.

Lemma 4.2. Over U,, we have an isomorphism L; = M.,y for all 1 <i < 2g.

Proof. By the definition of the strata we have that the image of E; N D, ;) has
rank one greater than the ranks of E;_1 N Dy, E; NDyy—1, and E;_1 N D).
So the maps E;/E; 1 « (E; N Dy))/(Eic1 N Dyiy—1) — Dy /Duyiy—1 give the
isomorphism. O

When the base of the principally polarised abelian scheme is A, we shall use the
notation F, for the space of Hodge flags. Note that a Hodge flag with respect to
X — S is the same thing as a lifting over 7, — A, of the classifying map S — A,.
The conjugate flag as well as the strata U, and U, on S are then the pullbacks of
the conjugate flag resp. the strata on 7.

4.2. Some Important Strata. We now give an interpretation for some of the
most important strata. To begin with, if one thinks in terms instead of filtrations
of X|[p] by subgroup schemes it becomes clear that the condition F(]D)z(»p )) C Dy

should be of interest. It can almost be characterised in terms of the strata U,,.

Proposition 4.3. Let X — S be a family of principally polarised abelian varieties
and Eq a Hodge flag such that the flag is of stamp < w and w is the smallest element
with that property.

i) For j < g we have that v, (i,g + j) =i precisely when V(E;) C ]Eg-p).
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it) For j < g we have that r,(g + j,i) = i implies that F(Dgp)) C D; and the
converse is true if S is reduced.

iii) We have that V(E;) C El(-p) for all i precisely when w < wy. If S is reduced
F(]Dl(-p)) C D; for all i precisely when w < wy.

Proof. We have that V(E;) C E”) if and only if E; C V-'(E¥) = Dyy;. On the
other hand, by definition rkE; NDgy; < ry, (4, g + j) with equality for at least one
point of S. As rkE; "Dy ; =4 < E; C Dy4; we get the first part.

For the second part we start by claiming that E”) C D; is implied by F(D{)) C
D;. Indeed, F(ID)l(-p)) C Dj is equivalent to F(Dgp)) being orthogonal to Dy, ;, i.e.,
to the condition that for u € Dgp)) and v € Dy, ; we have (Fu,v) = 0. This implies
that 0 = (Fu,v) = (u, Vv)” and hence (u,Vv) = 0 as S is reduced which means
that Dgp) C (V(Dyy—j))*t = (E;p_)j)l = Eg’_’gj. As S is reduced this implies that
D; C Eyy; and this in turn is equivalent to r,(g + 7,4) = ¢. The argument can be
reversed and then does not require S to be reduced.

Finally, we have from the first part that V(E;) C EEP ) for all i < g precisely
when (4,9 + i) = ¢ for all i« < g but by induction on ¢ that is easily seen to be
equivalent to w(i) < g+ for all ¢ < g which by definition means that w < wy. As
EP) = V(H) the condition for i > g is trivially fulfilled.

The proof of the second equivalence is analogous in that using ii), the condition
that F(I[))Z(-p)) C D is equivalent to ry(g + 4,7) = i. In general, r,(i,j) = ry-1(j, 1)
so that this condition is equivalent to 7,-1(i,g + ¢) = 4 and hence by the same
argument as before this condition for all 4 is equivalent to w=! < wy. Chevalley’s
characterisation of the Bruhat-Chevalley order makes it clear that u < v <=
u~! <v7! and hence get w™! <wp = w < wm_l. However, wg is an involution.

O

Remark 4.4. i) As we shall see (cf., Corollary 8.4) the strata U, in the universal
case of F, are reduced.
ii) Flags of stamp w < wy are called admissible.

We can also show that the relations between final and canonical types are re-
flected for flags. We say that a Hodge flag is a final flag if it is of stamp w for a
final element w. Also if I =]i,j] C {1,2,...,2¢g} is an interval and F, is a complete
flag of a vector bundle of rank 2g then we define F; to be F;/F;.

Proposition 4.5. Let X — S be a principally polarised abelian scheme over S and
E. is a final flag for it of stamp w.

i) The conjugate flag Dy is a refinement of the canonical flag. In particular w is
determined by X — S. More directly, we have that the final type v associated to w
is given by

rk(E, ND;) =i —v(3)
for all i. In particular the canonical decomposition of S with respect to X — S
consists of a single stratum and its canonical type is the canonical type associated
to w.

it) Conversely, assume that S is reduced and that canonical decomposition of S
consists of a single stratum, and let v be the final type associated to the canonical
type of the canonical flag. Then any Hodge flag Eo whose conjugate flag Do is a
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refinement of the canonical flag and for which we have F(]D)Z(-p)) C Dy for all i, is
a final flag.

ii) If T is a canonical fragment for v, the complementary element to w, then F
induces a bijection (D, 1)) ® == Dy.

Proof. We start by showing that F'(D;) = D, ;) for all i. Indeed, this is equivalent
to F(D;) € D, ;) and rk((ker(F) = Egp)) N ID)EP)): i —v(i) as the second condition
says that F'(ID;) has rank v(i). Now, the condition F(ID;) C D, ;) is by Proposition
4.3 implied by 7, (g + v(4),7) = v(i) which is true for a final element by Corollary
2.10. On the other hand, the condition rk(Egp) N Dl(-p)) = ¢ — v(4¢) which is implied
by r4(g,7) = tk(E, ND;) = i — v(d) which is true by definition of v. Now, the
fact that F(D;) = D, for all ¢ and some j (depending on %) implies by induction
on the steps of the construction of the canonical flag that D is a refinement of the
canonical flag. The rest of the first part then follows from what we have proved.
As for ii), assume first that E, has a fixed stamp w’ and let v/ be its final type.
As D, is an extension of the Hodge flag we get that when ¢ is in the canonical
domain of v that ¢ — /(i) = rk(E, ND;) = i — v(¢) so that v and v/ coincide on the
canonical domain of v and hence they coincide by Lemma 2.11. The assumption
that F(Dl(-p)) C D, = Dy(y for all i is by Proposition 4.3 equivalent to 7., (g +
V'(i),4) = i for all ¢ and hence by Corollary 2.10 gives that w is final of type v’ = v.
Finally, assume that I =]i,j]. The induced map D§p)/D§p) — Dy /Dy is
always surjective but it follows from Lemma 2.11 that either the right hand side
has dimension 0 or it has the same dimension as the right hand side. If they
have the same dimension it induces an isomorphism Dgp ) =~ Dy-1(r)- If the
right hand side has dimension zero, then again from Lemma 2.11 the two sides
of Dgp ) /Dlﬁp ) D,3)/D, ) have the same dimension and hence this map is an

isomorphism and again is an isomorphism ]D)(Ip ) ~, Dy-1(ry- As I is an arbitrary
fragment we conclude. O

The number of final extensions of a canonical flag will now be expressed in the
familiar terms of the number of flags resp. self-dual flags in a vector space over a
finite field (resp. a vector space with a unitary form). Hence we let 7% (m) be the
number of complete Fyn-flags in F.. and let v (m) be the number of complete

m

F,2m-flags self-dual under the unitary form ((u1,...,un), (v1,...,0,)) == wv] +
s unvgm.

Lemma 4.6. Let X be a principally polarised abelian variety over an algebraically
closed field and w € Wy the element whose canonical type is the canonical type of
X. Put
v(w) = v9(w) = [ 95 @#5/2) T] 25 #9).
S=S {8,S}
where the first product runs over the odd orbits and the second over the even orbit

pairs and in both cases I is a typical member of S.
The number of final flags for X is then equal to y(w).

Proof. As we are over a perfect field, any symplectic flag extending Dy is the con-
jugate flag of a unique Hodge flag. Hence we get from Proposition 4.5 that a
final flag is the same thing as a flag D, extending the canonical flag and for which
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F(Dgp)) C D, ;). The condition that dim(E, ND;) = i — v(i) then gives that we
actually have F (IDZ(.p )) =D, ;). However, as D, refines the canonical flag it is deter-
mined by the induced flags of the D; for v-fragments I and the stability condition
F(ID)Z(-p )) = D, (4 transfers into the stability under the isomorphisms F': DJZ)I) == Dy
of Subsection 3.2.

Hence the problem splits up into separate problems for each orbit under v and
i +— 7 (the map i — 7 transfers into the isomorphism Dy = Dy induced by the
symplectic form). Given any fragment I € S, S a v-orbit of fragments under v,
the flag of Dy (y) for any k is then determined by the flag corresponding to I by
the condition of F*-stability takes the k’th Frobenius pullback of the flag on Dok (r
to the one of D;. Furthermore, the flag on D; then has to satisfy the consistency
condition of being stable under Fg := F#5.

If now {S, S} is an even orbit pair the self-duality requirement for the flag means
that the flags for the elements of S are determined by those for the elements of S
and given I € S there is no other constraint on the flag on D; than the condition
of stability under Fs. Hence we have the situation of a vector bundle D over
our base field k and an isomorphism Fg: D®") = D, where m = #S, and we
want to count the number of flags stable under Fs. Now, as k is algebraically
closed D, := {veD: Fg(v) =v} is an Fpm-vector space for which the inclusion
map induces an isomorphism kQ D, == D. It then follows that Fg-stable flags
correspond to Fpm-flags of Dp.

If instead S is an odd orbit we will together with I also have I in S and then,
if #S = 2m, we will have that the flag on D; must be mapped to the dual flag on
D by Fg := F™. The situation will be similar to the even orbit pair situation but
with a “unitary twist” as in Proposition 7.2 and we get instead a correspondence
with self-dual flags. O

Example 4.7. For the canonical type associated to the final type of example 3.4
we have

Y9(Ce) =+ D)@ +p+1)-- @+ P+ 1)
Definition 4.8. For 1 < f < g we let w = uy be the final element
Uf = 8gSg—18g " Sg—f+1"""8gSg—f—1"""8g " 81" 8y,

i.e., if we introduce 7; = s;841---54 we have uy = T4Tg_1 - Ty --71. It corre-
sponds to the Young diagram consisting of one row with g — f blocks and equals
the element w given in 3.4.

Recall the notion of a-number a(X) for a g-dimensional abelian variety X of an
(algebraically closed) field k of characteristic p, cf. [O001]. It equals the dimension
over k of the vector space Hom(cy,, X) of maps of the group scheme ¢, to X.
Equivalently, a(X) equals the dimension of the kernel of V on H°(X,QL). In our
terms HY(X, Q%) = E; and ker V = D, so that a(X) = dimE,ND,. The p-rank or
semi-simple rank f on the other hand can be characterised by the condition that
the dimy N;<,(VH)®"™) of V is equal to f.

Lemma 4.9. i) Let Y be a final Young diagram and w € Wy its final element and
assume that v = (X,Ee,D,) € Uy (k), k a field. Then the p-rank of X equals the
p-rank of Y.



CYCLE CLASSES ON THE MODULI OF ABELIAN VARIETIES 25

it) Let w = uy (so that f < g) and x = (X,E,,D,) € F,(k). Then we have
x €Uy, (resp. Uy ) if and only if the filtration is V -stable and the p-rank of X is f
and the a-number of X is 1 (resp. the p-rank of X is < f). The image of Uy, in
Ay is the locus of abelian varieties of p-rank f and a-number 1.

Proof. By definition we have r,,(i,g+1i) =iforall1 <i<g and rw(i, g+i—1)=1
precisely when i < g — f. Hence by Proposition 4.3 V(E;) C ) for all 1 <i<y,

V(E;) C E(p fori < g— fand V(E;) C E(p fori > g— f The first and last
conditions means that V' induces an 1somorphlsm Vi Egy = Eyg. On the other
hand, the second condition gives V9~ (Eg—¢) = 0. Together this gives that the
semi-simple rank of X is f.

For the second part, since we have w < wy we must check the condition on the
p-rank and the a-number. By the definition on U,, we have = € U,, if and only if
tk(E,ND;) =1for f+1<j<gandOfor 1 <j < f. Thisimplies that the kernel
of V (=D, NE,) has rank 1 and the semi-simple rank of V on E, is f. For z € U,
we get instead rk(E, ND;) <1lfor f+1<j<gand0forl<j<f. O

Also the strata U, with w € Sy admit a relatively simple interpretation. Re-
call that an abelian variety is called superspecial if its a-number is equal to its
dimension. This happens if and only if the abelian variety (without polarization)
is geometrically isomorphic to a product of supersingular elliptic curves.

Lemma 4.10. Let x be a geometric point of Fy lying over [X] € Ay. The following
are equivalent:

(1) r € Uyes, Uy .

(2) dim(E, NDy) >

(3) ker(V) =E,.

(4) The underlying abelian variety X is superspecial.
Proof. If X is superspecial then X is a product of supersingular elliptic curves. This
is equivalent to dim(E, NIDy) > g. This explains the equivalences of (2), (3) and
(4). Clearly, if x € U,, with w € S, then r,(g,9) = g, hence (2) holds. Conversely,
if X is superspecial then any filtration E, on E, is V-stable and can be extended
to a symplectic filtration. Since the degeneracy strata for w € Sy, the Weyl group
of GLg4, cover the flag space of flags on [E, the lemma follows. O

Lemma 4.11. Let x be a point of U, with underlying abelian variety X. Then the
a-number of X equals a(w). Moreover, if Y = {1,2,...,a} with corresponding final
element wy € Wy then the image of Uy, in Ag is the locus T, of abelian varieties
with a-number a.

Proof. The a-number of an abelian variety is by definition the dimension of the
kernel of V on HY(X,QY). But this is equal to r,(g,9) = a(w). The condition
that a(X) = a implies that r,(g,g) = a, hence v(g9) = g — a. This implies that
v(g—a+i) > ifori=1,...,a. Therefore the ‘smallest’ v satisfying these conditions
IS Uiy - U

4.3. Shuffling flags. Our first result on the stratification will concern the case
when the p-rank is positive. All in all the étale and multiplicative parts of the
kernel of multiplication by p on the abelian variety have very little effect on the
space of flags on its de Rham cohomology. There is however one exception to this.
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The most natural thing to do is to put the multiplicative part at the bottom (and
thus, by self-duality, the étale part at the top), which is what automatically happens
for a final filtration (on the conjugate filtration, that is). We may however start
with a final filtration and then “move” the p,-factors up-wards. Note, that over a
perfect field the kernel of multiplication by p is the direct sum of its multiplicative,
local-local, and étale parts so that this is always possible. In general however it
is possible only after a purely inseparable extension. This means that we get an
inseparable map from a stratum where not all the y,-factors are at the bottom to a
stratum where they all are. We intend to first give a combinatorial description of the
strata that can be obtained in this way from a final stratum and then to compute
the degree of the inseparable maps involved. However, as we have to compute
an inseparable degree we should work with Hodge filtrations instead of conjugate
filtrations as conjugate filtrations kill some infinitesimal information. This causes a
slight conceptual problem as the V-simple parts in a final filtration are to be found
“in the middle” rather than at the top and bottom (recall that V maps the top
part of the conjugate filtration to the bottom of the Hodge filtration). This will
not be a technical problem but the reader will probably be helped by keeping it in
mind.

It turns out that the arguments used do not change if instead of considering
shuffles of final elements we consider shuffles of semi-simply final elements. We
shall treat the more general case as we shall need it later.

Hence we pick a subset I C {1,2,...,9} and let H? be the closed subscheme of

F, defined by the conditions that V' maps EZ(-p) to Egp) forall 1 <3 < gandto Egg)l
for i ¢ I. Hence U, C H? precisely when w < wg and the semi-simple index set of
w is a subset of I. We also put
ss 588 5588
U :==UF \UpiUp

so that U, C Z/{}fs precisely when w < wy and its semi-simple index set is equal to I.

Ifr:={g+1—-i:ie€ f} we get from Proposition 2.19 that these w are precisely
those of the form o/w'o; ! for the semi-simply final w’.

We are now going construct, for every I C {1,2,...,g}, a morphism Sr: L[j‘?’s —
(9= f+1,....q) Where [ := {g+1—i:iel}and #I = f.

Let 7 be the reduction index of the elementary reduction I’ of I and put i :=
g+1—17. By Proposition 2.19 we have that r, (i +1,g+17) =i+ 1 and w(i) = g+1.
This means that if E, is the (tautological) Hodge flag on U7°, then V(E;11) C Egp)
and V(E;) C ng)l everywhere on /*. This means that V' gives a bijection on E(;}
and is zero on E; ). Let Id denote the map s — 1 ® s from 7 to T®) for the
sheaves involved. Then the map induced by the quotient map

Ker(Id =V)g,,,, ,, — Ker(Id =V)g,,,,

where the kernel is computed in the étale topology on U,,, is an isomorphism. Also

for a sheaf 7 with a linear isomorphism V: 7 — T®) we have an isomorphism
Ker(V —I)Q® O — T. It follows that the short exact sequence

0—Epy — Epg1sy — Epipry — 0

splits uniquely in a way compatible with V. This means that we may define a new
flag where B, = E; for j # i and E}/E;_; = E;;1/E;. Then the classifying map
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U — Fq for this new flag will have its image in Uz?. Repeating this process we
end up with a flag whose classifying map will have its image in Us,_ 41, 43 Which
by definition is our map Sy

Proposition 4.12. If I C {1,...,g} then the map S;: Uz — L{{Sg_fH gy 18
finite, radicial, and surjective.

.....

Proof. To get from a point of Uf;ffﬂ’m’g} to one of Uz® one has to find a V-
invariant complement to some E; /E;_1 in E;11/E;_;. As V will be zero on E;;1/E;
and bijective on E; /E;_1, a complement over the fraction field of a discrete valuation
ring will extend to a complement over the discrete valuation ring (as the complement
can not meet E;/E;_; over the special fibre) so that the map is proper. It then
remains to show that the map is a bijection over an algebraically closed field. In
that case E, splits canonically as a sum of a V-nilpotent part and a V-semisimple
part and the bijectivity is clear. O

In order to determine the degree (necessarily of inseparability) we shall do the
same factorisation as in the definition of S} so that we may consider the situation
of I with 7 and I’ being the reduction index resp. elementary reduction of I. For
the tautological flag E, on Z/I}fs we have that V' is an isomorphism on Ey;; and zero
on Eg; 1y while the opposite is true on U}?f

Lemma 4.13. The map U3* — U3} is flat of degree p.

Proof. We consider the partial symplectic flag space F,(i) consisting of the flags
of F4 by removing the ¢'th member ID; and its annihilator. This means that we
have a P'-bundle Fg — Fy4(i). Now, under this map L{;S and Z/l}ff map to the same
subscheme U C F,(i) and the map Z/II?'S — L[‘IE‘;“ is compatible with these projections.
Over U put & := B 41y, M :=ker(V: & — EP) and £ := Im(V: & — EP).
Then on the P'-bundle w: F;, — F,(i), the subscheme U3} is defined by the vanish-
ing of the composite O(—1) — 7*€ — 7*(£/M) and in fact gives a section of F,
over U given by the sub-line bundle M C £. Hence it is enough to show that the
projection map U3* — Fy(i) is flat of degree p. We have that U3’ C F is defined
by the vanishing of the composite O(—1)®) — 7*€®) — 7*(£®)/M). Tt is then
enough to show that U3’ C F, is a relative Cartier divisor and for that it is enough
to show that it is a proper subset in each fibre of F, — F,(i). This however is clear
as for a geometric point of F,(i) there just two points that lie in Uy, given by M

1

and LP . O
Composing these maps we get

Proposition 4.14. Let I C {1,...,g} and I := {g+1—i:i€ I}. Then the map
g} s a finite purely inseparable map of degree phtd),

,,,,,

Proof. The flatness and the degree of S; follows by factoring it by maps as in
Lemma 4.13 and noting that the number of maps is ht(I). The rest then follows
from Proposition 4.12. O

Remark 4.15. The result implies in particular that if w’ is a shuffle of w by I,
then S;: U, — U, is flat and purely inseparable of degree p™(/). We shall later
(see Corollary 8.4) show that U, and U, are reduced. This shows that over the
generic point of U, each simple shuffle towards w’ really requires a finite inseparable
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extension of degree p. This is a kind of non-degeneracy statement which is the
inseparable analogue of maximal monodromy (of which we shall also some examples
later on). It can also be seen as saying that a certain Kodaira-Spencer map is
injective.

4.4. The E-O strata on A4, ® F,.

Definition 4.16. Let w € W, be a final type. Then the E-O stratum V,, associated
to w is the locally closed subset of A, of points x for which the canonical type of

the underlying variety is equal to the canonical type of w. We let V,, be the closure
of V.

It is known that the dimension of V,, is equal to dim(w), [Oo01]. This and the
fact that the E-O strata form a stratification will also follow from our results in 8
and 9.3.

5. EXTENSION TO THE BOUNDARY

The moduli space A, admits several compactifications. The Satake or Baily-
Borel compactification Aj is in some sense minimal, cf. [FC90]. Tt is a stratified
space

g
A= | A
=0

Chai and Faltings define in [F-C] a class of smooth toroidal compactifications. If
Ay is such a toroidal compactification then there is a natural map ¢: A, — Aj.
This induces a stratification of flg:

g
A= a4 = [ ] AD.
i=0 i=0
The stratum A§i> parametrises the semi-abelian varieties of torus rank i.
The Hodge bundle E on A, can be extended to a rank g vector bundle, again

denoted by E, on flg. On Aé“ the Hodge bundle fits into an exact sequence
0—-FE —-E—-E" -0,

where the E is a rank g — ¢ bundle and E” can be identified with cotangent bundle
along the identity section of the toric part of the semi-abelian variety over Aé”.

The bundle E’ is the pull back under ¢: A;Z> — Aj of the Hodge bundle on A,_;.

The Verschiebung V acts in a natural way on the extension E and it preserves
E’. Tt induces an action on E” with trivial kernel because E” comes from the toric
part and is generated by logarithmic forms.

The de Rham bundle H on A, also admits an extension (denoted again by H).
This is the logarithmic de Rham sheaf R'm, (Q:\?Q/Ag (log)), where the log refers to
the acceptance of logarithmic singularities along the divisor at infinity, cf., [FC90,
Thm. VI:1.1]. We have a short exact sequence

0-E—-H—-EY—0
extending the earlier mentioned sequence on Ay.

We now want to compare the E-O strata on 4, and fig and for this we introduce
some notation. For a given integer 1 < ¢ < g we can consider the Weyl group W,_;
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as a subgroup of Wy by letting it act on the set {¢ +1,i+2,...,g,...,2¢9 — i} via
the bijection j «— ¢+ j for 1 < j < g — . More precisely, define p;: Wy_; — W,
via
pr(w) (1) = {z+w(l) for1 < l <g-—i1
g+l forg—i1+1<1<g.
This map respects the Bruhat-Chevalley order and final elements are mapped to
final elements.

As symplectic flags on H are determined by their restriction to E and as we can
extend E to Ag, we can extend Fy to a ﬂag bundle ]-"g on .A Then we can also
consider the degeneracy loci U,, and U, for .7-'9. We shall use the same notation for
these extensions.

Similarly, we can define the notion of a canonical filtration for a semi-abelian
variety. If 1 = T — A — A’ — 0 is a semi-abelian variety with abelian part A’
and toric part T of rank ¢ and if the function v/ on {0,¢1,...,¢r,Crp1,...,Cor =
2dim(A’)} is the canonical type of A’ then we define the canonlcal type of A to be
the function v on

{0,t,t+c1y.. st +Cryt+Crpry.. . t+ cor, 29 — t,2g}
defined by v(t + ¢;) =t +V/(¢;). Using this definition we can extend the E-O
stratification to A,.

The stratification A® of Ag induces a stratification fé“ by flag spaces ]-'éi)
over .Aé,i). Recall that A§i> admits a map q: A§i> — A,4_; induced by the natural
map Ag — Aj. Similarly, we have a natural map m; = 7: ]_-517 — Fg—; given by
restricting the filtration on E to E'.

We now describe the interplay between the two stratifications (.7-'g<i>)19:1 and

(Un)wew, -
Lemma 5.1. Let w € W, be an element with w < wy.

i) We have: Uwﬁ]:;i> # 0 if and only if w is a shuffle of an element in p;(Wy_;).

ii) If w = p;(w") with associated degeneracy loci U, C Fg and Uy C Fy—; then
we have Uy, N fé” =7, M {Uy).

iii) In particular Uy, is the closure of its intersection with Ag.

iv) At a point of flg for which the torus part of the “universal” semi-abelian
variety has rank r there is a smooth map from the formal completion of flg at the
point to the formal multiplicative group GT such that the locus where the torus
rank of the universal semi-abelian variety is s < r the inverse image of the locus of

points of (G’" where  — s coordinates are 1. The restriction of this map to any U,
is smooth.

Proof. A V-stable filtration on E restricts to a V-stable filtration on E'. If U, N
]—'él)is not empty then it determines a w’ € Wy_; such that U, N Fy 0 7 (U ).
Since V is invertible on E” one sees that w is a shuffle of p;(w’) and that U, ﬁ]—"é i =
71';1 (Z/{w/).

For the third part we note that the dimension of the intersection of U, with the
boundary has dimension one lower than that of U, itself.

The last part is a direct consequence of the local construction of Ag using toroidal
compactifications and of the universal semi-abelian variety using Mumford’s con-
struction where it is defined by taking the quotient of a semi-abelian variety by a
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subgroup of the torus part, the subgroup being generated by the coordinate func-
tions of G7, (see [FC90, Ch. IIL:§4] for details). As H and E only depend on that
fixed semi-abelian variety it is clear that the restriction of the map to a U, is
smooth. d

Note also that this lemma is compatible with shuffling. It also results from the
lemma that we can define the E-O stratification on the Satake compactification by
either considering the closure of the strata V,, on A, or by considering the images
of the final strata V,, on flg.

6. EXISTENCE OF BOUNDARY COMPONENTS

Our intent in this section is to show the existence of points in the smallest
possible stratum ¢/, the stratum associated to the identity element of W.

Proposition 6.1. Let X be an irreducible component of any U, in Fy. Then X
contains a point of U .

Proof. We prove this by induction over g and over the Bruhat-Chevalley order of
w. The statement is clear for ¢ = 1. We start off by choosing a Chai-Faltings
compactification ./Zlg of Ay with a semi-abelian family over it (and a “principal”
cubical structure so that we get a principal polarization on the semi-abelian variety
modulo its toroidal part).

What we now actually want to prove is the same statement as in the proposition
but for ]-:g instead. Since U is contained in Fy the result will follow. We start off
by considering the intersection of X with the boundary ]}g — Fy to get Y. Assume
that Y is non-empty and irreducible by replacing it by an irreducible component
of Y if necessary. Then Y is contained in 7y ' (i) with pi(w’) = w for some
w' € Wy_;. We claim that Y now is an irreducible component of 7 ' (). This
follows from the fact that “we can freely move the toroidal part into an abelian
variety” which is Lemma 5.1.

By induction on g we can assume that i/, in Fg—1 contains Uy, where 1/ is
the identity element of Wy,_;. Any component Z of ij(l’) which lies in X and
meets Y does not lie completely in the boundary fg — F4. By induction on the
Bruhat-Chevalley order we can assume that w = p1(1’) and X = Z. Note also that
for any w” < w we have that U, does not meet the boundary and by induction
on the Bruhat-Chevalley order we get that X = U, N X. On the other hand if X
does not meet the boundary we immediately get the same conclusion.

Hence we may and shall assume that Y has the property that it lies completely
inside U,, and that it is proper. Lemma 6.2 now shows that it has an ample
line bundle of finite order which together with properness forces Y to be zero-
dimensional. Now we always have that dimY > ¢(w) (the proof is analogous to
[Ful, Thm 14.3]) which gives {(w) = 0 and so w = 1 which clearly is a trivial
case. (I

Lemma 6.2. Suppose that X is a proper irreducible component of U.,, inside Ty
such that X NU, = X. Then X is 0-dimensional.

Proof. This is a version of the Raynaud trick. We have the variety X and two
symplectic flags E, and D, which at all points of X are in the same relative position
w. It follows from 4.2 that we have an isomorphism between £; := E;/E;_; and
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My = Duy(i)/Duw(i)—1 over X and then as we also have isomorphisms between
LY and Mg, and £; and E;;_H_i we conclude that all the £; have finite order. On
the other hand we know that Log @ Log—1 Q) -+ Q) Lg41 is relatively ample and as
LoQRLy1 Q- Q Ly is ample on the base A, we conclude. O

7. SUPERSPECIAL FIBRES

We shall now discuss the fibre of F; — A, over superspecial points. The super-
special abelian varieties are characterised by the condition that E, = Dy, i.e., the
strata U,, for which w € S;. Furthermore, V induces an isomorphism E/E, ==

]E_((]p). On the other hand the polarization gives an isomorphism (E;)* == E/E,.
This leads to the following definition.

Definition 7.1. i) Let S be a scheme in characteristic p. A p-unitary vector
bundle is a vector bundle £ over S together with an isomorphism F*& == £*,
where F': § — S is the (absolute) Frobenius map.

ii) Let £ be a p-unitary vector bundle over S and let P — S be the bundle of
complete flags on €. The p-unitary Schubert strata of P is the stratification given
by letting U,,, w € Sy, consist of the points for which the universal flag F and the
dual of the Frobenius pullback (F*F)* are in position corresponding to w.

A map F*E — &£* of vector bundles is the same thing as a map F*& ®(’)s & —
Og, which in turns corresponds to a bi-additive map (—,—): € x & — Og ful-
filling (fa,b) = fP{a,b) and (a, fb) = f(a,b). We shall normally use this latter
description.

All p-unitary vector bundles are trivial in the étale topology as the following
proposition shows.

Proposition 7.2. If (—, =) is a p-unitary structure on the vector bundle £ then
E:={a€&:Vbe&: (ba)=(a,b)'}

is a local (in the étale topology) system of Fp2-vector spaces. Furthermore, (—,—)
induces a unitary (with respect to the involution (=) on F,2) structure on E.
Conversely, if E is a local system of F,2-vector spaces with a unitary structure,
then € :=FE ®sz Og is a p-unitary vector bundle.

These two constructions establish an equivalence between the categories of p-
unitary vector bundles and that of local systems of unitary Fp2-vector spaces. In
particular all p-unitary vector bundles (of the same rank) are locally isomorphic in
the étale topology.

Proof. The pairing (—, —) gives rise to an isomorphism ¢': £ == (F*&)* by a —
b — (b,a) and an isomorphism v: (F2?)*: £ = (F*£)* by a — b +— (a,b)’. The
composite p := ¢~ Loy’ thus gives an isomorphism & == (F?)*€. Then E is simply
the kernel of p — 1 ® id and the fact that £ = E ®1Fp2 Og follows from [HW61].
The pairing (—, —) then induces a unitary pairing on E which is perfect as (—, —)
is. Conversely, it is clear that a unitary pairing on E translates to one on £.
Finally, as all (perfect) unitary mappings on Fj2-vector spaces of fixed dimension
are isomorphic we get the local isomorphism. O

This proposition has the following immediate corollary.
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Corollary 7.3. The flag variety fibrations of two p-unitary vector bundles of the
same rank on the same base are locally isomorphic by an isomorphism preserving
the p-unitary Schubert strata.

Let us now consider the situation where the base scheme is Spec(F,2) and & is
a [Fj2-vector space given a unitary perfect pairing. The smallest unitary Schubert
stratum corresponds to flags that coincide with their unitary dual. Taking duals
once more we see that they are taken to themselves after pullback by the square
of the Frobenius, hence are defined over Fj.. Furthermore, they are selfdual with
respect to the unitary pairing. This should come as no surprise as that stratum
corresponds to final filtrations on superspecial abelian varieties. The next to lowest
strata are somewhat more interesting.

Lemma 7.4. Let V be a g-dimensional F,2 unitary vector space and let P be
projective space based on V. If s = (i,i +1) € S, for some 1 < i < g then the
closed Schubert stratum Us C P consists of the flags 0 =Eg CE; C --- C E, where

the E; for j # i,9 — i are F,2-rational with ]E]L =E;_;, Eg_y = (EE”))L unless
i=2g, and E; # (EP )"

Proof. 1f E, and D, are two flags in V & R (R some [F,2-algebra) and they are in
position s, then dim(E; NID;) = r4(j,7) = j for ¢ # j, i.e.,, E; = D; and for i the

conditions give us E; ND; = E;_;. In our case, where D; = F *IE;;]», this means
E; = F*E;;j for j 7é21 and E; # (]E;”_)i)l-. If also j # g — i we can use this twice
and get that E; = Egp ), i.e., E; is IFj2-rational. [l

As aresult we get the following connectedness result, analogous to [Oo01, Prop. 7.3].

Theorem 7.5. Let V' be a g-dimensional F,> unitary vector space and let PP be
projective space based on V. Let S C {1,...,g — 1}. Let U be the union of the U,,
fori € S. Then two flags 0 = Ag C Ay C -+ C Ag—1 C Ay and 0 = By C B; C
-+ C By_y C By in U, lie in the same component of U precisely when B; = A;
for all i ¢ S. Furthermore, every connected component of U contains an element

Ofal.

Proof. The last statement is clear as every irreducible component of any U, con-
tains a point of Z;. This follows from (6.1) but can also easily be seen directly.

We start by describing looking at the locus HZF of a U, with 1 <i < g of flags
for which all the components of the flag except the dimension ¢ and dimension g — i
parts are equal to a fixed (partial) [F,:-rational self-dual flag F,, the claims are
easily proved using Lemma 7.4.

i) Forany 1 <i < (g—2)/20r (g4 2)/2 <i < g we get an element in U
by picking any E;_; C E; C E;;; and then letting E,_; be determined by
Lemma 7.4. Hence the locus is isomorphic to P! and the intersection with
U, consists of the points for which E; and E,_; are Fp.-rational.

ii) When g is even we get an element in H; by picking Eg /51 CEy/5 CEgjoq1-
Hence the locus is isomorphic to P* and the intersection with I/ consists
of the points for which E,/ is Fp2-rational.

iii) When ¢ is odd we get an element in ﬁ; by picking E(,_3)/2 C Eg_1)/2 C
c 1T el =
E(g+3)/2 for which E(g_l)/g CF ]E(g—l)/Qa where ]E(g—l)/2 = ]E(g—l)/2/]E(g—3)/2
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and F* comes from the [ 2-rational structure on E(,3)/2/E(4_3)/2 and the
scalar product is inducted from that on Ey, and then define E(,1)/o by the

condition that E(g41y/2/E(y—3)/2 = F*E({;fl)/z. As all non-degenerate uni-
tary forms are equivalent, choosing a basis of E(y3)/2/E(4—3)/2 for which
the form has the standard form ((x,y,2), (x,y, 2)) = aPTt 4 yP+1 4 22H1

and hence Uy is isomorphic to the Fermat curve of degree p + 1 and is
hence is irreducible. The intersection with /1 consists of the points for
which E(,_1)/o is Fp2-rational and then E,41)/2 = ]E(Lg_l)/Q.

iv) When g is odd we get an element in I ;; by picking E (4 3) /2 fulfilling condi-

tions dual to those of iii). Hence again H} is irreducible and the intersection

with U1 consists of the points for which E(g4+1)/2 18 Fpe-rational and then
Eg-1)/2 = IE(ngrl)/z-

It follows from this description that two flags in I lie in the same component of

U if they are equivalent under the equivalence relation generated by the relations

that for any unitary Fp.-flag 0 = A9 C A1 C --- C Ayj—1 C Ay we may replace it

by any flag that is the same except for A; and A,_; for i € S. The theorem then

follows from Lemma 7.6. O

Lemma 7.6. i) Let k be a field and F¥,, be the set of complete flags of vector spaces
i a finite dimensional vector space. The equivalence relation generated by the
operations of modifying a flag Ee by, for any i, replacing E; by any i-dimensional
subspace of E; 11 containing F;_1 contains just one equivalence class.

ii) Let Fi, the set of complete flags of vector spaces in an n-dimensional -
vector space, self-dual with respect to a perfect unitary pairing. An elementary
modification of such a flag E, is obtained by either, for any 1 < i < (n —1)/2,
replacing E; by any isotropic i-dimensional subspace of F;i1 containing F;_1 and
En—; by its annihilator or, when n is even, replacing E, ;5 by any mazimal totally
isotropic subspace contained in Ey 51 and contains E, o_1. Then the equivalence
relation generated by all elementary modifications contains just one equivalence
class.

Proof. Starting with i), we prove it by induction on n, the dimension of the vector
space V. Given two flags F, and F,, if 1 and F; are equal we may use induction
applied to Es/FE; and F,/E;. We now use induction on the smallest j such that
Ey C Fj. The case j = 1 has already been taken care of. We now get a new flag
F} by replacing F;_1 by Fj_o @ E4, which works as E1 C F;_; and we then have
EiCF]_ .

Continuing with ii) we again use induction on n and start with two selfdual flags
E, and F,. Let us first assume that n is even, n = 2k. Then E} and F}, are isotropic
subspaces. If they have non-trivial intersection then we may pick a 1-dimensional
subspace contained in it and then use i) to replace Fo and F, by flags for which Fj
and F} are the same and F; = F;. This implies that also F,,_; = F,,_1 and we may
consider F,,_1/E; with its two flags induced from E, and F, and use induction to
conclude. Assuming Fj N Fr = {0} we may again use i) to modify F,, keeping Fy,
fixed, so that Fy C Fjy;. This means that Ey @ Fj—1 is totally isotropic and we
may replace F}, /5 by it to obtain a new flag Fy for which F7’l/2 and F,, /o intersect
non-trivially.
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When n is odd, n = 2k 4+ 1, we may again use induction on n to finish if Ej
and Fj, intersect non-trivially. If not we may again use i) to reduce to the case
when F; C Fyio and then we may replace Fi, by Ey @ Fy—1 and Fj,q by its
annihilator. ([l

8. LOCAL STRUCTURE OF STRATA

8.1. Stratified Spaces. We now want to show that F, looks locally like the space
of complete symplectic flags (in 2g-dimensional space). More precisely we shall
get an isomorphism between étale neighbourhoods of points that preserves the
degeneration strata. This is proved by showing a result on suitable inifnitesimal
neighbourhoods which involves not just the complete flag spaces but also partial
ones. In order to have a convenient way of formulating such a result we introduce
the two following notions:

By a stratified space we shall mean a scheme together with a collection of closed
subschemes, called strata. A map between stratified spaces is said to be stratified
if it maps strata into strata.

If P is a partially ordered set then a diagram of spaces over P associates to each
element ¢ of P a scheme X, and to each relation ¢ > ¢’ a map X, — X, fulfilling
the condition that the composite X, — X, — Xy» equals the map X, — X, for
any ¢ > ¢ > q"”. We shall also similarly speak about a diagram of stratified spaces
where both the schemes and the maps are assumed to be stratified. Given a field
k and a k-point = of a diagram X. we may speak of its (strict) Henselization at x,
which at each ¢ € P is the Henselization at x of X,.

For a positive integer g we now consider the partially ordered set P; whose
elements are the subsets of {1,2,...,9 — 1} and with ordering that of inclusion.
We have two diagrams of stratified spaces over this set: The first, .’FE;, associates
to the subset S the flag space of a maximal totally isotropic subspace E of a
symplectic 2¢g-dimensional vector space and partial flags of subspaces of E whose
dimensions form the set S. The map associated to an inclusion S C S’ is simply
the map forgetting some of the elements of the flag. Similarly, we let 77 be the
diagram that to a subset S associates the space of flags over the moduli space A,
of principally polarised abelian varieties that associates to an abelian variety the
space of flags on the Hodge bundle whose dimensions form the subset S.

The diagram F E; becomes a stratified diagram by considering the stratifications
given by the (closed) Schubert cells with respect to some fixed complete flag. In
positive characteristic p the diagram F; becomes a stratified diagram by considering
the degeneracy loci given by the relative positions of the Hodge flag E, and the
conjugate flag D.

8.2. Height 1-Maps. For schemes in a fixed positive characteristic p we shall say
that a closed immersion S — S’ defined by the ideal sheaf Z is a height 1-map if
Iép) = 0, where for an ideal I, we let IP) be the ideal generated by the p’th powers
of elements of I. If R is a local ring in characteristic p, the height 1-hull of R is the
quotient R/mg). It has the property that the spectrum of it is the largest closed

subscheme of Spec R for which the map from Spec R/mp to Spec R/m%’) is a height
1-map. If k is a field of characteristic p and z: Speck — S a k-map to a k-scheme
S of characteristic p, then by the height 1-neighbourhood of x we will mean the
spectrum of the height 1-hull of the local ring of S at x. It is clear that taking
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height 1-neighbourhoods of k-points is functorial under maps between k-pointed k-
schemes. Finally, we shall say that two local rings are height 1-isomorphic if their
respective height 1-hulls are isomorphic and that the height 1-hull of a k-point is
height 1-smooth if its is isomorphic to the height 1-hull of a smooth k-point (i.e., is
of the form k[[t1,...,t,]] /m®).

Theorem 8.1. For each perfect field k of positive characteristic p and each k-
point x of F7 there is a k-point y of fﬁ; such that the height 1-neighbourhood of
x 18 isomorphic to the height 1-neighbourhood of y by a stratified isomorphism of
diagrams.

Proof. Denote also by x the point of F,, the space of complete flags of the Hodge
bundle, associated to x as a point of the diagram Fg. Let X* be the height 1-
neighbourhood of z in 77 and X the height 1-neighbourhood of = in F;. Now
the ideal of the closed point of z in X has a divided power structure for which all
the divided powers of order > p are zero. This allows us get a trivialization of the
restriction of the de Rham cohomology Hx == X x W which is horizontal (i.e.,
compatible with the Gauss-Manin connection on the left and the trivial connection
on the right). Now, as the absolute Frobenius map on X factors through the closed
point we get that the pullback IEEP ) is a horizontal flag and then so is D,, its elements
being either inverse images of horizontal subbundles by the horizontal map V or
duals of horizontal subbundles. We now get a map from X to the space F¢, of
complete symplectic flags on W such that the pullback of the universal flag equals
E.. We may, furthermore, choose a symplectic isomorphism of W and the standard
symplectic space such that D, is taken to the fixed complete flag. We can extend
this map in a compatible fashion for all partial flag spaces giving a map from the
diagram X, to F €; and we will denote by y the k-point which is the composite of x
and this map. This map is clearly a stratified map and by the infinitesimal Torelli
theorem (cf., [FC90, pp. 14-15]) it induces an isomorphism from X to Y, the first
height 1-neighbourhood of y in F¢3. O

Corollary 8.2. For each perfect field k of positive characteristic p and each k-point
x of Fy there is a k-point y of Fl, such that the Henselization of x is isomorphic
to the Henselization of y by a stratified isomorphism.

Proof. The theorem provides such an isomorphism over the height 1-hull X of z.
Now, over O, , we may extend the trivialization of H x to a trivialization of Hg,
which also extends the trivialization of D (making, of course, no requirements of
horizontality). This gives a map from the localization, X, of Fy at x to Fi,
that extends the map from X to F/,. It thus induces a map from X to Y, the
localization .7-"(; at y. Now, this map induces an isomorphism on tangent spaces and
Fy is smooth. This implies that we get an induced isomorphism on Henselizations
and proves the theorem. ([

Lemma 8.3. Let A be a principally polarised abelian variety over an algebraically
closed field. If a flag Dy for it has type w' which < its canonical type then w' is the
final element corresponding to the canonical type of A.

Proof. The flag D, has the property, as it is of a type < to the canonical type, that
F maps ]D)gp ) into D, ). Consider now the set I of i’s for which D; is a member
of the canonical flag. It clearly contains 0 and is closed under i — 7. Furthermore,
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if 4 € I, then F(ID)EP)) has dimension v, (i) but is then equal to D, ¢ as it is
contained in it. Hence I fulfills the conditions of Corollary 2.10 and hence contains
the canonical domain which means that D, is a refinement of the canonical flag and
hence v, the final type of A, and v, coincide on the canonical domain of v and
hence are equal by Corollary 2.10 which means that w’ is the final element of the
canonical type. ([l

Corollary 8.4. i) Each stratum U, of Fy is smooth of dimension {(w) (over F),).
ii) The closed stratumU,, (again of F,) is Cohen-Macaulay, reduced, and normal
of dimension {(w) and U, is the closure of Uy, for all w € Wj,.
iii) If w is final then the restriction of the projection Fy — Ay to Uy, is a finite
surjective étale covering from Uy, to V., of degree vq(w).

Proof. We know that each open Schubert cell of F/¢, is smooth and each closed is
Cohen-Macaulay by a proof completely along the lines of [Ful, Thm 14.3] and by a
theorem of Chevalley (cf., [Ch94, Cor. of Prop 3]) they are smooth in codimension
1 so by Serre’s criterion they are normal and reduced. The same statement for
the stratification of F, then follows from the theorem. Finishing ii), the fact that
U, = U, follows more or less formally from the rest: If z € U,, then we know that
the dimensions of all U,,, with w’ < w that pass through are ¢(w’) < £(w) but the
dimension of U, at that point is /(w) and hence x must lie in the closure of Uy,.

As for iii), that U, maps into V,, follows from the fact that the restriction of
a final filtration to its canonical domain is a canonical filtration (Proposition 4.5).
That the map U,, — A, is unramified follows from the same statement for Schubert
cells which is [BGG73, Prop. 5.1]. We next prove that U, — V,, is proper. Note
that by Proposition 4.5 and by the fact that by definition V,, is the image of U,
we get that the geometric points of V,, consists of the principally polarised abelian
varieties with a canonical filtration whose canonical type corresponds to the final
type of w. Hence for properness we may assume that we have a principally polarised
abelian variety over a discrete valuation ring R such that both its generic and special
point are of type w and we suppose given a final flag over the generic point. Hence
the canonical decomposition of Spec R for the abelian variety is equal to Spec R
and we have a canonical flag over Spec R. As U, is proper the map to it from the
generic point of Spec R extends to a map from Spec R to U, hence giving a flag
over its special point. This flag is then of a type < w and hence by Lemma 8.3 it
is equal to w and the image of Spec R lies in U,, which proves properness.

Now, V,, being by definition the schematic image of U,,, it is reduced as U,, is.
As U, — V,, is unramified it has reduced geometric fibres and as it is finite and
Vw is reduced, to show that it is flat it is enough to show that the cardinalities of
the geometric fibres are the same for all geometric points of V,,. This however is
Lemma 4.6. Being finite, flat, and unramified it is étale. That its degree is v(w)
follows from Lemma 4.6. d

Remark 8.5. i) The corollary is true also for the strata of .739.

ii) Note that the degree of the map U, — V,, is 74(w). By looking at the proof
of Lemma 4.6 it is not difficult to show that it is a covering with structure group a
product of linear and unitary groups over finite fields of characteristic p.
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9. PUNCTUAL FLAG SPACES

Let M be the (contravariant) Dieudonné module of a truncated Barsotti-Tate
group of level 1 over an algebraically closed field of characteristic p provided with an
alternating perfect pairing (of Dieudonné modules). We let Fys, the punctual flag
space for M, be the scheme of self-dual admissible complete flags in M for which
the middle element equals Im(V'). It is well-known that every such M occurs as the
Dieudonné module of the kernel of multiplication by p on a principally polarised
abelian variety. Then Fj; is the intersection of Uy and the fibre over a point of
Ay giving rise to M. Also, by a result of Oort (cf., [O001]), the canonical type
of M determines it (over an algebraically closed field) and hence we shall also use
the notation F, where v is a final type. For I' = (I,S8) where I C {1,...,g}
with #1I equal to the semi-simple rank of M and & a complete V stable flag of
the V-semi-simple part of M we define F}, as follows: We let F}, be the part
of Far NUF® (UF* may clearly be defined directly in terms of M) for which the
flag induces S on the V-semi-simple part. As the p-rank of M is f we easily see
that Fy is the disjoint union of the F}, and putting Fy, := fj(\}l""’g_fﬂ}’r) we
have maps Sr: Fi; — F§;. These maps are homeomorphisms by Proposition 4.14.
This can be seen directly by decomposing M as M™% @ M* @ M¢, where V is
bijective on M™* F on M¢ and F and V nilpotent on M*. Any element of an
admissible flag over a perfect field will decompose in the same way (as that element
is stable under F' by definition and under V by duality) and is hence determined by
its intersection by M™® M and M. By self-duality the intersection of all the
elements of the flag with M€ is determined by that with M™“ and that part is
given by an arbitrary full flag of sub-modules of M™" which is our S. That means
that we may indeed reconstitute the whole flag from I" and the induced flag on M
and that any choice of flag on M* gives rise to a flag in FL,. That means that
the map FL; — Fjpee is a homeomorphism and we may for all practical purposes
focus our attention on the case when F' and V' are nilpotent on M (i.e., M is local-
local). Hence in this section unless otherwise mentioned the Dieudonné modules
considered will be local-local. Note that the principal interest in this section will be
focused on the question of which U, have a non-empty intersection with Fj; and
that that problem is indeed by the above considerations immediately reduced to
the local-local case.

We shall make extensive use of one way to move in each Fy;:

Consider a wy > w € W,. Assume that we have index 1 < ¢ < g — 1 for which
rw(g+i—1,i+1) > i+ 1. This means that for a flag D, in U, we have that
F(D;+1) € D;_1 or equivalently that F is zero on D;41/D;_;. Hence if we replace
D; by any D;_1 C D C ;11 (replacing also Do,_; to make the flag self-dual) we shall
still have an admissible flag as V(D) C D;_;. In order to construct the E-flag we
apply V to the D-flag which gives us half of the E-flag and we complement by taking
orthogonal spaces. In the E-flag now E,_; and E,;; move. This construction gives
a mapping from the projective line P(E,_;+1/E,_;_1) to Fas and we shall therefore
call this family the simple family of index ¢ (with, of course, respect to M) and we
shall write P, ; for this simple family . The condition (g +4¢—1,i+1) >i+1
is equivalent to r,, (g —i+1,i — 1) = g — i — 1 and when it is fulfilled we shall say
that g — i is movable for w.
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Proposition 9.1. Any two points of the local flag space Fi; can be connected by
a sequence of simple families.

Proof. We immediately reduce to the case when M is local (in which case the
statement is about Fjr). We are going to identify Fp; with the scheme of V-stable
flags in Im(V') and we prove the statement for any Dieudonné module N with F' = 0
and V nilpotent. Let E, and F, be two V-stable flags in N. If £} = F; then we
may consider N/E; and use induction on the length of N to conclude. If not we
use induction on the smallest ¢ such that F} C E; which we thus may assume to
be > 1. We now have F} C E,_; and hence that F} is a complement to F;_; in
E; so that in particular E;/E;_o = (E;—1/E;—2) @(F1 + E;_2)/E;—2 which has
a consequence that V is zero on E;/FE;_o which means that every subspace of it
is stable under V so that we get a P!'-family of flags in E;/E; 5 in which both
E;_1/E;—5 and (Fy + E;_2)/E;_o are members so that we may move E;_; so that
it contains F}. O

Recall (cf, [O001, 14.3]) that one defines the partial order relation on final types
v1 C vy (resp. v1 C vo) by the condition that V,, CV,, (resp. V,, € V,,). We shall
now see that this relation can be expressed in terms of local flag spaces. For this we
let M, be a Dieudonné module of a principally polarised truncated Barsotti-Tate
group of level 1 with final type v (there is up to isomorphism only one such M,,,

[0001, Thm. 9.4]).

Theorem 9.2. i) We have that v’ C v precisely when there is a w € Wy such that
w < v and there is a flag of type w in Fur, .

i) If there is a flag of type w in Fur, then there is a w' < w such that the
intersection Uy N Far, is finite.

Proof. Consider the image in A, of U,. It is a closed subset containing V, and
hence contains V,, and in particular it meets each fibre over a point of V, and
consequently there is a point s in the intersection of I, and the fibre over a point ¢
of V,,. Now, s lies in some U,, C U, and consequently fulfills w < v and as v < wy,
s also lies in the local flag space of ¢ and as has been noted this is the “same” as
Fu,, - The converse is clear.

As for the second part, the proof of Lemma 6.2 shows that a w’ < w which is
minimal for the condition that U, N Fas , is non-empty has U, N Fys , finite. [

The theorem allows us to reprove a result of Oort (cf., [O001]).

Corollary 9.3. The E-O stratification on Ay is a stratification.

Proof. The condition in 9.2 says that v/ C v if and only if the closure U, of U, has
a non-empty intersection with the punctual flag space F,/. The proof gives more
precisely that a given point s of V, lies in V,, precisely when I, intersects the fibre
over s of the map F; — Ay. This condition does not depend on the point s by a
result of Oort on Dieudonné modules (cf., [O001]). O

From this theorem it is clear that the condition that U, N Fys # @ is important.
We shall say that an admissible w € Wy occurs in v, with v a final type, if U, NFar #
() and we shall write it symbolically as w — v.
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Remark 9.4. It is important to realise that a priori this relation depends on the
characteristic that is implicit in all of this article. Hence the notation w 2. v would
be more appropriate. It is our hope that the relation will a posterior: turn out to
be independent of p. If not and if one is working with several p the more precise
notation will have to be used.

Hence we can formulate the theorem as saying that v/ C v precisely when there
exists an admissible w with w — v’ and w < v. Suppose final types v and v/
given. For an element w of minimal length in the set of minimal elements of
{w e Wy, : v > w,w — v} in the Bruhat-Chevalley order we then have the
following property. The space Uy, N Fyy,, has dimension 0 for the generic point of
V. Clearly, then ¢(w) > £(v') for every w as in 9.2.

Example 9.5. Since E-O strata on A, are defined using the projection from the
flag space, the closure of an E-O stratum on A, need not be given by the Bruhat-
Chevalley order on the set of final elements and indeed it isn’t. Oort gave the first
counterexample for g = 7 based on products of abelian varieties. We reproduce his
example and give two other ones, one for g = 5 and one for g = 6 that do not come
from products.

i) Let g = 7 and let wy = [1,2,4,6,7,10,12] and we = [1,2,3,7,9,10,11]. Then
wy and wy are final elements of W7 and have length ¢(w;) = 8 and ¢(w3) = 9. In
the Bruhat-Chevalley order neither w; < ws nor we < w; holds. Despite this we
have V., C Vu,. The explanation for this lies in the fact that the simple family
P, 4 hits the stratum U,,, with w3 the element [1,2,3,7,6, 10, 11] = s3w;s4, with
we > w3 and w3 — wy, so by 9.2 it follows that V,,, C V,,. (That there is such a
simple family can be proved directly but for now we leave it is an unsupported claim
as a proof “by hand” would be somewhat messy. A more systematic study of these
phenomena will appear in a subsequent paper.) This explains the phenomenon
observed in [O001], p. 406 (but note the misprints there). Also the element wy >
wy =[1,2,3,7,9,5,11] — w; will work for w;. The element w; is the final element
corresponding to taking the product of a Dieudonné module with final element [135]
and a Dieudonné module with final element [1246] whereas similarly we appears as
the “product” of the final elements [135] and [1256]. As [1246] < [1256] there is a
degeneration of a Dieudonné module of type [1256] to one of type [1246]. This shows
that this example simply expresses the fact that C must be stable under products
whereas the Bruhat-Chevalley order isn’t. (We'd like to thank Ben Moonen for
pointing this out to us.)

ii) For ¢ = 5 we consider the final elements w; = [1,3,4,6,9] and wy =
[1,2,6,7,8] of length 5 and 6 and the non-final element w3 = [1,2,6,4,8] in W;.
Then ws < we and ws — wy, so that V,,, lies in the closure of V,,,. But in the
Bruhat-Chevalley order neither w; < ws nor we < wy holds.

iii) Let ¢ = 6 and consider the final elements w; = [1,3,5,6,9,11] and ws :=
[1,2,6,8,9,10] of length ¢(w;) = 8 and ¢(wz) = 9. In the Bruhat-Chevalley order
we do not have w; < wa. Nevertheless, V,,, occurs in the closure of the E-O stratum
Vuw,- Indeed, the admissible element w3 = [1,2,6,8,4,10] satisfies wy > w3 — wy:
U, has a non-empty intersection with the punctual flag space F,,,. This time
neither of the elements w; and wy are products in the sense of i). Furthermore,
as V,, is of codimension 1 in V,,, this example can not derived by taking the
transitive closure of the closure under products of the Bruhat-Chevalley relation.
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The claim that we have w3 — w; and the two preceding ones will be substantiated
in a subsequent paper.

There is an approach to the study of the relation of the E-O strata and the strata
on F, which is in some sense “dual” to the study of punctual flag spaces; that of
considering the image in A, of the U,,. The following result gives a compatibility
result on these images and the E-O stratification.

Proposition 9.6. i) The image of any Uy, w € Wy, is a union of strata V,,. In
particular the image of a U, is equal to some V,,.

it) For any final v and w € Wy, the maps Uy, NV, =V, andU, N7V, —
V., where 7 is the projection Fy — Ay, have the property that there is a surjective
flat map X — V,, such that the pullback of them to X is isomorphic to the product
X x (F, NUy) resp. X x (F, NU,).

i11) A generic point of a component of U, maps to the generic point of some V,
and that v is independent of the chosen component of U,,.

Proof. The first part follows directly from Oort’s result (in [O001]) on the unique-
ness for the Dieudonné module in a stratum V, as it implies that if one fibre of
77 1(V,) — V, meets U, then they all do. As for the second part it would follow if
we could prove that there is a surjective flat map X — V), such that the pullback of
(H,E, F,V,(—,—)) is isomorphic to a the constant data (provided by the Dieudonné
module of type v). For this we first pass to the space X, of bases of H for which
the first g elements form a basis of E which is flat surjective over V,. Over X, the
data is the pullback from a universal situation where F, V, and (—, —) are given
by matrices. In this universal situation we have an action of the group G of base
changes and two points over an algebraically closed field give rise to isomorphic
(H,E, F,V,(—, —)) precisely when they are in the same orbit. By assumption (and
Oort’s theorem) the image of X, lies in an orbit so it is enough to show that the
data over an orbit can be made constant by a flat surjective map. However, the
map from G to the orbit obtained by letting g act on a fixed point of the orbit has
this property.

The third part follows directly from the second. [

The proposition gives us a map 7,: W, — W, /S, which to w associates the final
type of the open stratum into which each generic point of U, maps. We shall return
to this map in Section 13.

Example 9.7. Note that the punctual flag space is in general rather easy to un-
derstand as it only depends on the image of V and we are almost talking about
the space of flags stable under a nilpotent endomorphism (remember that we have
reduced to the local-local case). Almost, but not quite, as the endomorphism is
semi-linear rather than linear. What is complicated is the induced stratification.
Already the case of v = s3 € W3 is an illustrative example. We have then that
ker V. NImV is of dimension 2 (we have one Jordan block for V on ImV is size 2
and one of size 1). The first element, E;, of the flag must lie in ker VN Im V so we
get a P! of possibilities for it. If E; = Im V2, then V is zero on E3/E; and we can
choose Eo/E; as an arbitrary subspace of E3 giving us a P! of choices for Es. On
the other, if E; # Im V2, then E3/E; has a Jordan block of size 2 and hence there
is only one V-stable 1-dimensional subspace and thus the flag is determined by E;.
The conclusion is that the punctual flag space is the union of two P'’s meeting at a
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single point. The intersection point is the canonical filtration (which is a full flag)
and one can show that the rest of the points on one component are flags of type
[241] and the rest of the points on the other are flags of type [315].

10. PIERI FORMULAS

In this section we are going to apply a theorem of Pittie and Ram ([PR99]) to
obtain a Pieri type formula for our strata. (It seems to be historically more correct
to speak of Pieri-Chevalley type formulas, cf., [Ch94].) The main application of
it will not be to obtain cycle class formulas, as Pieri formulas usually do it will
not give formulas for individual strata but only for certain linear combinations. To
us the principal use of these formulas will be that it shows that a certain strictly
positive linear combination of the boundary components will be a section of an
ample line bundle (or close to ample as one of the contributors to ampleness will
be A1 which is ample only on the Satake compactification). This will have as
consequence affineness for the open strata as well as a connectivity result for the
boundary of the closed ones. We shall see in Section 13 that there is also a Pieri
formula for the classes of the E-O strata though we know very little about it.

In this section we are going to work with level structures. There are two reasons
for this. The first one is that we are going to exploit the ampleness \; and even
formulating the notion of ampleness for a Deligne-Mumford stack is somewhat
awkward. The second is that one of the consequences of our considerations will be
an irreducibility criterion for strata. Irreducibility for a stratum on .4, does not
imply irreducibility for the same stratum on the space Ay ,, of principally polarised
abelian varieties with level n-structure, where always pfn. In fact irreducibility
for the level n case means irreducibility on .4, together with the fact that the
monodromy group of the level n cover is the maximum possible. Hence in this
section we shall use A, ,, but also some toroidal compactification A, ,, (cf., [FC90]).
Everything we have said so far applies to this situation giving us in particular Fy
and ]}gyn but we have the extra property that for n > 3 then ./Ig,n and hence fgyn
are smooth projective varieties.

We now introduce the classes ¢; := cl(E{i}) for 1 < i < 2¢ in the Chow ring
CH"(F,). By self-duality of the flag E, we have that f5,41_; = —¢; and by con-
struction ¢;(Dg;y) = pli—g = —plagy1-; for g+ 1 < i < 2g. (For the notation Dy
see Subsection 3.2.) Furthermore, ¢1 + - -+ + £, is the pullback from A, of A1, the
first Chern class of the Hodge bundle.

Now we let M; := c1(Djgg—;241), 1 < @ < g, and start by noting that if n =
(n1,...,ng) then n - M := Y . n;M; is relatively ample for .7-:9 — ./Ig ifn, >0
for 1 < i < g. Indeed, by construction L; := log + -+ + log_j11, 1 < i < g
is the pullback from the partial flag space ]:'g [i] of flags with elements of rank i,
29 — i, and g (and with the rank g-component equal to E,) and on F,[i] we have
that log + -+ + f2g—;41 is ample. It is well-known that any strictly positive linear
combination of these elements is relatively ample. From the formulas above we get
that M; = p(Lg—; + A1) (where we put Ly = 0). On the other hand A; is almost
ample; it is the pullback from .AZ of an ample line bundle.

Now we identify the L; with the fundamental weights of the root system of
Cy. Note that W, acts on the ¢; considered as parts of the weight lattice by
o(l;) = Ly (keeping in mind that f,41; = —¢;) and then acts accordingly
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on the L;. Let us also note that (by Chevalley’s characterisation of the Bruhat-
Chevalley order) if w' < w with f(w') = f(w) — 1 and if w = s;, - s;,, then
w' is of the form s;, -+, -+-s;, which can be rewritten as ws,, where s, =
(Sipy " Siy) 180, (Si,,y +++ $i,) which thus is the reflection with respect to a unique
positive root.

Theorem 10.1. For each 1 <i < g and w € Wy we have that

(pM +pLy—i —wL;) Uy = Z ciu’w,[aw/] € CH@(Hw),
w’ <w
where ¢}, ,, > 0 and w' < w means w' < w and L(w) = L(w') + 1. Furthermore,
cﬁv,w/ > 0 precisely when w' = ws, for a a positive root for which the simple root «;
appears with a strictly positive coefficient when « is written as a linear combination
of the simple roots.

Proof. We shall use [PR99] which has the following setup: We fix a semi-simple
algebraic group G (which in our case is the symplectic group Spy, but using this
in the notation will only confuse) with Borel group B and fix a principal B-bundle
E — X over an algebraic variety X. Letting F(G/B) — X be the associated
G/B-bundle we have, because its structure group is B and not just G, Schubert
varieties Q,, — X (which fibre by fibre are the usual Schubert varieties). For every
weight A € P, P being the group of weights for G, we have two line bundles on
E(G/B); on the one hand y* obtained by regarding A as a character of B which
gives a G-equivariant line bundle on G/B and hence a line bundle on E(G/B), on
the other hand the character A can also be used to construct, with the aid of the
principal B-bundle E, a line bundle 2* on X and then by pullback to E(G/B) a
line bundle also denoted by x*. A result of [PR99, Corollary] then says that if A is
a dominant weight then

P Oa, 1= Y 2"W[0q,, ] € Ko(E(G/B)).
n€TY

Here 7.} is a certain set of piecewise linear paths 7: [0,1] — P @R in the real
vector space spanned by P and v(n,w) is a certain element in the Weyl group of
G which is always < w and 7.} has the property that n(1) € P for all its elements
7. An important property of 7.} is that it only depends on w and A and not on
E. Tt follows immediately from the description of [PR99], that v(n, w) = w in only
one case, namely when 7 is the straight line n(t) = tw\. Hence we can rewrite the
formula as )
(" —aM)[0a,] = Y 2" V[0q,,.,];

neTy

where the sum now runs over all elements of 7,) for which v(n,w) < w. Tak-
ing Chern characters and looking at the top term which appears in codimension
codim(w) + 1 we get

(1) =@ )N2] = 3[Rl

neTy

where the sum is now over the elements of 7> for which £(v(n,w)) = f(w) — 1.
To determine the multiplicity with which a given [Q,/] appears in the right hand
side we could no doubt use the definition of 7,. However, it seems easier to note
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that that multiplicity is independent of E and hence we may assume that X is
a point and by additivity in A that A is a fundamental weight \;. In that case
one can use a result of Chevalley ([Ch94, Prop. 10]) to get the description of the
theorem. However, we want this formula to be true not in the Chow group of
E(G/B) but instead in the Chow group of the relative Schubert subvariety of index
w of E(G/B). This however is no problem as the (relative) cell decomposition
shows that this Chow group injects into the Chow group of E(G/B).

In our case we now use X = F, and E, as B-bundle and then pull back this
formula along the section provided by D, (over i, so that the section takes values in
the relative Schubert variety of index w). To make the pullback possible (note that
the relative Schubert variety will in general not be smooth over the base) we remove
the relative Schubert varieties of codimension 2 in the relative Schubert variety in
question. This forces us to remove the part of I, where the section encounters
the removed locus. This is however a codimension 2 subset by Corollary 8.4 so its
removal will not affect CH@ (Us,). There is a small problem however. The result of
[PR99] is formulated under the assumption of a smooth variety X over the complex
numbers. In our case the base is an algebraic stack in positive characteristic. We
do not see any problems in extending their proof to our situation; the assumption
of a spatial base seems irrelevant and characteristic zero is used for a vanishing
theorem ([PR99, Proof of Proposition]) which seems to hold in all characteristics
for the situation at hand (by for instance Frobenius splitting). However, we do
not need to verify this. Instead we can use that we can first introduce a level
structure to make the base spatial and then pull back the vector bundle from a
Grassmannian (and hence the flag from a flag space over such a Grassmannian).
This case can be lifted to characteristic zero and then the result is obtained from the
characteristic zero result by using the specialisation map in K-theory. (A somewhat
more sophisticated reduction would no doubt prove the result for any X, E, and
G.) O

To apply the theorem we start by some preliminary results which will be used
to exploit the positivity of the involved line bundles.

Lemma 10.2. Let X be a proper (irreducible) variety of dimension > 1 and L a
line bundle on X which is ample on some open subset U C X. Let D := X\ U and
H C U the zero set of a section of Ljy. If D is connected then so is DU H.

Proof. By replacing the section by a power of it, we may assume that £ is very
ample giving an embedding U — P". Let Z be the closure of the graph of this
map in X x P™ and let Y the image of Z under the projection on the second factor
giving us two surjective maps X <« Z — Y and let D’ be the inverse image in Z
of D. Assume that D U H is the disjoint union of the non-empty closed subsets A
and B and let A’ and B’ be their inverse images in Z. Now, Y is irreducible of
dimension > 1 and hence H” is connected, where H" is the hyperplane section of
Y corresponding to H, so that the images of A’ and B’ in Y must meet. However,
outside of D’ the map Z — Y is a bijection and hence the meeting point must lie
below a point of D’ and hence A’ and B’ both meet D’. This implies that A and
B both meet D which is a contradiction as D is assumed to be connected. O

Proposition 10.3. Let L be the determinant detE of the Hodge bundle over Ag »,
n >3 (and prime to p).
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i) There is, for each 1 < i < g, an integer m; such that the global sections of
AT H/E) ® L™ generate this bundle over A, whenever m > m;. These m;
can be chosen independently of p (but depending on g and n).

ii) Putting N; := L; + n; A1 for 1 <i < g and Ny := Xy, then Y, m;N; is ample
on Fg ifmy >0 forall1 <i<g.

ii) Fizw € Wy and put L= 37, L;, N =3, N;, andm =3, m;. Choose
r, s, t, and u such that rN +t\; — wL resp. SN + ul — wLy can be written as a
positive linear combination of the N; (using that Ly = —A1). Then if p > r + sm
and (g—1)p > t+um we have that p(L+ (g —1)\1) +pmA —wL —mwL, is ample
on Fgn. The constants r, s, t, and u can be chosen independently of p.

Proof. Starting with 1) it follows directly from the fact that A; is ample on A, .
The independence on p follows from the existence of a model of A, , that exists
over SpecZ[1/n, ().

As for ii) we have that 7,O(L;) = AY/(H/E), 1 <i < g, as m: Fy,, — Ay, can
be identified with the space of flags on H/E and O(L;) is det(H/Ea,4_;). By defini-
tion we then have that m,O(N;) is generated by global sections on A, ,,. We know
that on the flag space SL, /B we have that the canonical ring @, H°(SL, /B, L),
where A runs over the dominant weights and £, is the corresponding line bundle,
is generated by the HY(SL, /B, L,,), 1 <i < g, where ); is the i’th fundamental
weight (see for instance [RR85]). Also O(3_,;_, m;iN;) is relatively very ample and
we have just shown that m.O(>_,  m;N;) is generated by global sections. As A1 is
ample on A, , we get that m.O(_, ., m;N;) is ample.

Continuing with iii) We have that N = L 4+ nA; which gives p(L + (g — 1)A\;) +
pmA —wL —mwLy, = (p — (r +sm))N + (p(g — 1) — (t + um)) + (rN + tA; —
wL) +m(sN + ul; — wLgy). We then conclude by the definitions of r, s, ¢, and u
and ii). O

Remark 10.4. i) The constants r, s, t, and u are quite small and easy to compute.
We know nothing about the m; but imagine that they would not be too large.

ii) It would seem that the last part would not be applicable for ¢ = 1 but it
can be easily modified to do so. On the other hand for g = 1 everything is trivial
anyway.

We are now ready for the first application of the Pieri formula.

Proposition 10.5. i) There is a bound depending only on g and n such that if p
is larger than that bound, then for an irreducible component Z of some Uy, C ]}g,n,
w € Wy, the union of the complement of Z in Z and the intersection of Z and
]}gyn \ Fg.n is connected if the intersection of Z with the boundary fg,n \ Fgon 18
connected or empty.

ii) There is a bound depending only on g and n such that if p is larger than that
bound, then for w € Wy of semi-simple rank O we have that U,, is affine.

Proof. By Proposition 10.3 there is a bound depending only on g and n such that
if p is larger than it, then M := p(L + (g — 1)A\1) + pmA1 — wL — mwL, is ample
on Fgy,. Summing up Pieri’s formula (Theorem 10.1) for 1 < i < g and m times
the formula for i = g we get that M|[Z] is supported on Z intersected with smaller
strata. (Note that the Pieri formula is a priori — and quite likely in reality — only
true modulo torsion. We may however simply multiply it with a highly divisible
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integer and that doesn’t change the support.) We then conclude by Lemma 10.2
once we have .

As for the second part, we argue as in the first part and conclude that U, \ U,
is the support of an ample divisor in U, (as in the theorem each component must
appear as we are summing up for 1 < i < g and some «; must appear in the
expansion of «) and hence U,, is affine. O

Remark 10.6. i) The condition on the intersection with the boundary somewhat
cuts down on possible applications of the first part. In the applications of the next
section it turns out that we only need to apply it when the intersection is empty.
ii) For the second part we would like to say more generally that the image of
Uy, is affine in F; , for some appropriate definition of 7, analogous to the Satake
compactification. The problem is that it doesn’t seem as if some power of M would

normally be generated by its global sections so that we can not define 7 , as the

image of ﬁg,n.
11. IRREDUCIBILITY PROPERTIES

In this section we shall prove irreducibility of a large class of strata and also that
if the characteristic is large enough and our irreducibility criterion is not fulfilled
then (with some extra conditions on the stratum) the stratum is reducible. Our
proofs show two advantages of working on the flag spaces. The major one is that
our strata are normal so that irreducibility follows from connectedness. The con-
nectedness of the closed E-O strata except Vi is proven in [0o01] but the V,, are
most definitely not locally connected and hence that does not say very much about
the irreducibility. In the converse direction we also make use of the Pieri formula.

Definition-Lemma 11.1. Let {Z,} be a stratification of a Deligne-Mumford stack
X of finite type over a field by which we mean that the strata Z, are locally closed
reduced substacks of X such that the closure Z,, of a stratum is the union of strata.
By the k-skeleton of the stratification we mean the union of the strata of dimension
< k (which is a closed substack). The boundary of a stratum Z,, is the complement
of Zy in its closure. Assume furthermore that each Z, is irreducible and that for
Zo of dimension strictly greater than some fired N we have that its boundary is
connected (and in particular non-empty). Then the intersection of a connected
union Z of closed strata Z, with the N-skeleton is connected.

Proof. Tt is enough, by induction to prove that if we remove a stratum Z’ from Z,
whose dimension is maximal and > N, then the result remains connected. Assume
that Z \ Z' is the disjoint union of two closed subset Z; and Z,. By assumption
the boundary of Z’ is connected and hence lies in Z; say. That means that Z/ U Z;
is closed and disjoint from Z5 which by the connectedness of Z implies that Z5 is
connected. O

Proposition 11.2. There is a bound depending only on g and n such that the
following is true if p is larger than that bound:

Let X C }:g’n be a connected union of irreducible components of closed strata U.,,
(for possibly different w) which lie inside of Fg4 . Then the intersection of X with
the 1-skeleton is connected.

Proof. This follows directly from Proposition 10.5 and Lemma 11.1. (Note that for
level 1 or 2 we may pass to a higher level in order to apply the proposition.) [
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We now want to interpret this Proposition (and its converse which will be true
for any p) in arithmetical terms. Hence we define the 1-skeleton graph of level
n as the following edge-colored graph: Its vertices are the points of Uy C Fy .,
i.e., isomorphism classes of principally polarised superspecial g-dimensional abelian
varieties A together with a level n structure and a complete flag 0 = Dy C Dy C
- C Dy = HO(A, Q1Y) on H(A,QY) for which DX, = V- 'D. Foreach 1 <i<g
we connect two vertices by an edge of color ¢ if there is an irreducible component
of U s; Which contains them.

Lemma 11.3. If S C {1,...,g} has the property that it contains g and for every
1 < i < g we have that either i or g — i belongs to S, then the subgraph of the 1-
skeleton graph consisting of all vertices and all edges of colours i € S is connected.

Proof. This follows from [Oo01, Prop. 7.3] and Theorem 7.5. O

For a subset S C {1,...,g} the S-subgraph of the 1-skeleton graph is the sub-
graph with the same vertices and with only the edges whose colour is in S. This
definition allows us to formulate our irreducibility conditions.

Theorem 11.4. i) Let w € Wy and let S :== {1<i<g:s; <w}. If the S-
subgraph of the 1-skeleton graph is connected then U,, C A, is irreducible.

it) There is a bound depending only on g such that if p is larger than that bound
the following is true: If w € W is admissible and either final or of semi-simple rank
0andif S:= {1 <i<g:s; <w}, then there is a bijection between the irreducible
components of Uy, C Ay and the connected components of the 1-skeleton graph.

Proof. The first part is clear as Proposition 6.1 says that each component meets I/,
and then by the assumption on connectedness of the S-subgraph U, is connected
but by Corollary 8.4 it is normal and hence is irreducible.

As for the second part assume first that w is final but of positive semi-simple
rank. That means that its Young diagram does not contain a row of length g and
hence by Lemma 2.7 and the Chevalley characterisation of the Bruhat-Chevalley
order we have that s; < w for all and hence the S-subgraph is connected by Lemma
11.3 which make the statement trivially true. We may therefore assume that the
semi-simple rank is 0 and hence that I, lies entirely in Fgn- In that case the result
follows from Proposition 11.2 and the fact that two irreducible components of two
U, meet only at U;. O

Projecting down to A, we get the following corollary which shows irreducibility
for many E-O strata.

Theorem 11.5. Let w € W, be a final element whose Young diagram Y has the
property that there is an [(g+1)/2] <i < g such that Y does not contain a row of
length i. Then V,, is irreducible and the étale cover U, — V,, is connected.

Proof. This follow from Theorem 11.4 and Lemmas 2.7 and 11.3. (I

Example 11.6. For g = 2 the locus of abelian surfaces of p-rank < 1 is irreducible.
For g = 3 all E-O strata except the superspecial locus (Y = {1,2,3}) and the
Moret-Bailly locus (Y = {2,3}) are irreducible.

In [Ha07] S. Harashita has proved that the number of irreducible components
of an E-O stratum that is contained in the supersingular locus is given as a class
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number and as a consequence that, except possibly for small p, these strata are
reducible. As has been proved by Oort (cf., [Ha07, Prop. 5.2]) these strata are
exactly the ones to which Theorem 11.5 does not apply.

We shall finish this section by showing that the 1-skeleton graph can be described
in purely arithmetic terms very strongly reminiscent of the results Harashita. Note
that even for final elements our results are not formally equivalent to Harashita’s
as we are dealing with the set of components of the final strata in F, whereas
Harashita is dealing with their images in Ay. In any case our counting of the
number of components uses 11.4 and hence is valid only for sufficiently large p
whereas Harashita’s are true unconditionally.

We start by giving a well-known description of the vertices of the 1-skeleton graph
(see for instance [Ek87]) valid when g > 1. We fix a super-singular elliptic curve E
and its endomorphism ring D which is provided with the Rosati involution *. To
simplify life we assume, as we may, that E is defined over IF, and hence D contains
the Frobenius map F'. It has the property that DF = FD = DFD, the unique
maximal ideal containing p. Furthermore we have that D/DF =2 F 2. There is then
a bijection between isomorphism classes of D-lattices M (i.e., right modules torsion
free and finitely generated as abelian groups) of rank g (i.e., of rank 4¢ as abelian
groups) and g-dimensional abelian varieties A. The correspondence associates to
the abelian variety A the D-module Hom(E, A). Polarisations on A then correspond
to positive definite unitary forms, i.e., a bi-additive map (—,—): M x M — D such
that (md,n) = (m,n)dn, (n,m) = ((m,n))*, and m # 0 = (m,m) > 0. The
polarisation is principal precisely when the form is perfect, i.e., the induced map of
right D-modules M — Homp (M, D) given n — (m — (m,n)) is an isomorphism.
In general we put M* := Homp(M,D) and then the form induces an embedding
M — M* which makes the image of finite index. More precisely we on M @) Q we
get a non-degenerate pairing with values in D Q) Q and then we may identify M*
with the set {n € M @ Q:Vm € M: (m,n) € D}. Using this we get a D Q) Q/Z-
valued unitary perfect form on M*/M given by (m,7) := (m,n) mod D. As usual
D-valued super-lattices M C N corresponds to totally isotropic submodules of

If now S C {0,..., g} is stable under ¢ — g —i then an arithmetic S-flag consists
of the choice of unitary forms on D-modules M; of rank g for ¢ € S and compatible
isometric embeddings M; — M; whenever i < j fulfilling the following conditions:

e For all i € S with i > g/2 we have that M} /M, is killed by F of D and can
hence be considered as an D/m = [F2-vector space with a perfect unitary
form.

e We have that F'.M; = M,_; foralli e S.

e The length of M;/M; for i < j is equal to j —i.

Remark 11.7. i) Note that we allow S to be empty in which case there is exactly
one S-flag.

ii) As follows (implicitly) from the proof of next proposition, the isomorphism
class of an element of an arithmetic S-flag tensored with Q is independent of the
flag. Hence we may consider only lattices in a fixed unitary form over D &) Q and
then think of M; as a sublattice of M;.

Proposition 11.8. Let S C {1,...,g} and let S C{0,..., g} be the set of integers
of the form i or g —i fori € S. Then the set of isomorphism classes of S-flags is



48 TORSTEN EKEDAHL AND GERARD VAN DER GEER

in bijection with the set of the set of connected components of the S-subgraph of the
1-skeleton graph.

Proof. This follows from the discussion above and Theorem 7.5 once we have proven
that an S-flag can be extended to an {0,...,g}-flag. Assume first that g ¢ S and
let ¢ € S be the largest element in S. By assumption we have FM = M,_; C M; C
M and we have that the length of M;*/F M} is g whereas by assumption that of
M;/Mg_; is 2i — g. Together this gives that the length of M*/M; is g — (2¢ — g) =
2(g—1i). Asthe form on M /M; is a non-degenerate unitary F,2-form and as all such
forms are equivalent we get that there is a g — i-dimensional totally isotropic (and
hence its own orthogonal) subspace of M;* /M, which then gives an M; C M, C M}
and as M, /M, is its own orthogonal we get that the pairing on M, is perfect. We
then put My := F'M, and the rest of extension is immediate. (I

12. THE CycCLE CLASSES

If one wishes to exploit our stratification on F, and the E-O stratification on A,
fully, one needs to know the cohomology classes (or Chow classes) of the (closed)
strata. In this section we show how to calculate these classes. The original idea for
the determination of the cycle classes can be illustrated well by the p-rank strata.
If X is a principally polarised abelian variety of dimension g which is generic in the
sense that its p-rank is g, then its kernel of multiplication by p contains a direct
sum of g copies of p,, the multiplicative group scheme of order p. Viewing pu, as
a “fat point” at the origin we get a tangent vector to X at the origin, and after
dualizing, a section of the Hodge bundle. We thus see that on a suitable level cover
of the moduli of ordinary abelian varieties we have g sections of the Hodge bundle.
If the abelian variety looses p-rank under specialization the g sections thus obtained
become dependent and the loci where this happens have classes represented by a
multiple of the Chern classes of the Hodge bundle.

To calculate the cycle classes of the E-O strata on A, ®F, we shall use the theory
of degeneration cycles of maps between vector bundles. To this end we shall apply
formulas of Fulton for degeneracy loci of symplectic bundle maps to calculate the
classes of the U, and formulas of Pragacz and Ratajski and of Kresch and Tamvakis
for calculating those of V,,.

12.1. Fulton’s formulas. Over the flag space F; we have the pull back of the de
Rham bundle and the two flags E, and D, on it. We denote by ¢; the roots of the
Chern classes of E so that ¢i1(E;) = €1 + 42 + ... + £;. We then have ¢ (Dg4;) —
c1(Dgyi—1) = pl;.

Recall (cf., Subsection 4.1 and Section 5) that for each element w € W, we have
degeneracy loci U, in Fy resp. fg. Their codimensions equal the length ¢(w) and

it thus makes sense to consider the cycle class u,, = [U,,] in CHgdlm(w)(fg), where
we write F, instead of Fy @ F,.

Fulton’s setup in [Fu96] is the following (or more precisely the part that interests
us): We have a symplectic vector bundle H over some scheme X and two full
symplectic flags 0 C --- C Es C By = H and 0 C --- C Dy C Dy = H. For each
w € Wy on defines the degeneracy locus Uy by {z € X :Vi,j: dimE;, N D;. <
Tw(i,7) } (of course this closed subset is given a scheme structure by considering
these conditions as rank conditions for maps of vector bundles). Fulton then defines
a polynomial in two sets of variables z; and y;, 7,7 = 1,...,g, such that if this
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polynomial is evaluated as z; = ¢1(E;/E;+1) and y; = ¢1(D;/Dj+1) then it gives
the class of U,, provided that U, has the expected codimension codim(w) (and X
is Cohen-Macaulay). The precise definition of these polynomials are as follows: For
a partition g = {1 > po > ... > p, > 0} with » < g and p; < g one defines a
Schur function

Au(l‘) = det(x#i+j7i)lgi7j§r

in the variables x; and puts

A(l‘,y) = A(g,gfl,...,l)(O-i(xlv e 71‘9) + O.i(yla - ayg))7

where the o; is the i-th elementary symmetric function. One then considers the

“divided difference operators” 0; on the polynomial ring Z[z1, ..., xz4] by
F(x)—F(s;x) ¢ .
— ifi<g,
81(F(I)) = {F(?rl)?z—sllga:) i —
2:1;9 1= 97
where s; interchanges x; and x;41 for ¢ = 1,...,9 — 1, but s’g sends x4 to —x,4

and leaves the other x; unchanged. We write an element w € W, as a product
W= 8i,8i,_, -8, with £ =/¢(w) and set

(12.1) Py =0, 0, ( [[ (@i —w;)- D).

i+j<g
An application of Fulton’s formulas gives the following.

Theorem 12.1. Let w = 8;,8;, , ... S, with £ = £(w) be an element of the Weyl
group Wy. Then the cycle class w,, := [Uy) in CHaOdlm(w)(ﬁg) is given by

|zi=—L:,y;=pl;

Proof. By construction U, is the degeneracy locus of the flags E, and D,. By
Corollary 8.4 they have the expected dimension and hence the degeneracy cycle
class is equal to the class of U,,. O

For a final element w € W, the map U,, — V,, is generically finite of degree
vg(w). By applying the Gysin map to the formula of the theorem using formula 3.1
we can in principle calculate the cohomology classes of all the push-downs of final
strata, hence of the E-O strata.

Example 12.2. g = 2.
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The Weyl group Ws consists of 8 elements; we give the cycle classes in Fy and
the push-downs on As.

w5t o] . ([Uu))
[4,3] §18285182 4 1 0
[4,2] S$182851 3 (p— 1))\1 0
[3,4] 595159 3 —€1 +p52 1 +p
2,4]  s1s2 2 (1 =p)t + (p* — p)ro (=DM
3,1 s2s1 2 (L-p)+(1—p)lailr+(1-p)63 pp— 1\
[2, 1] S1 1 (p - ].)(p2 + 1))\1)\2 0
[1,3] s 1 (»* = 1) (& — pt2) (p = D@* = DAz
[1, 2] 1 0 —(p4 — 1))\1/\2€1 (p4 — 1)/\1/\2

In the flag space F; the stratum corresponding to the empty diagram is Us,s, s, and
the strata contained in its closure are the four final ones Us,s,s,, Us, sy, Us, and Uy
and the two non-final ones U,, and Us,s,. The Bruhat-Chevalley order on these is
given by the diagram:

5951592

The four final strata Us,s, s,, Us,s,, Us, and U; lie étale of degree 1 over the p-rank
2 locus, the p-rank 1 locus, the locus of abelian surfaces with p-rank 0 and a-number
1, and the locus of superspecial surfaces (a = 2). The locus Uy, is an open part of
the fibres over the superspecial points. The locus Us,s, is of dimension 2 and lies
finite but inseparably of degree p over the p-rank 1 locus. Then E; corresponds to
an a, and Ey/FE4 to a p,. In the final type locus Us, s, the filtration is p, C pp®ayp.
Note that this description is compatible with the calculated classes of the loci.

We have implemented the calculation of the Gysin map in Macaulay2 (cf., [M2])
and calculated all cycle classes for ¢ < 5. For g = 3,4 the reader will find the
classes in the appendix. (The Macaulay2 code for performing the calculations can
be found at http://www.math.su.se/ teke/strata.m2.) We shall return to the
qualitative consequences one can draw from Theorem 12.1 in the next section.

12.2. The p-rank strata. It is very useful to have closed formulas for the cycle
classes of important strata. We give the formulas for the strata defined by the
p-rank and by the a-number. The formulas for the p-rank strata can be derived
immediately from the definition of the strata.

Let V; be the closed E-O stratum of .%Ig of semi-abelian varieties of p-rank < f.
It has codimension g — f. To calculate its class we consider the element wy, the
longest final element. The corresponding locus Uy is a generically finite cover of
Ay of degree v4(wy) = 29;11 (p* +pi~t + ... +1). The map of Uy to the p-rank g
locus is finite. The space Uy contains the degeneracy loci U, for all final elements
w € W,. The condition that a point = of F, lies in Uy is that the filtration E; for
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i=1,...,9 is stable under V. By forgetting part of the flag and considering flags
E; with j =4,..., g we find that Uy — A, is fibered by generically finite morphisms

77(1) m )

Uy =" 2P 2, g — 4,

We shall write m; ; for the composition mjm;_1 -« m;: H(i) — H(j) and mp = 7 4.

Since V,_1 is given by the vanishing of the map det(V): det(E,) — det(E®) the
class of V,_1 is (p — 1)A1. The pull-back of V,_1 to Uy decomposes in g irreducible
components

my (Vgo1) = U, Zs,

where Z; is the degeneracy locus of the induced map ¢; = V|, : L; — Egp). Note
that the Z; are the U, for the w which are shuffles of the final element Ug—1
(see subsection 4.2) defining the E-O stratum of p-rank f and Z; is the stratum
corresponding to the element uy_1 € W,. An abelian variety of p-rank g — 1 (and
thus with a-number 1) has a unique subgroup scheme «,. The index ¢ of Z; indicates
where this subgroup scheme can be found (i.e. its Dieudonné module lies in E;, but
not in Ei—l)- .

It follows from the definition of Z; as degeneracy set that the class of Z; on Uy
equals (p — 1)¢; as ¢; can be interpreted as a section of £§p) ® E;l. We also know
by 4.3 that the map Z; — Z;41 is inseparable. Therefore my([Z;]) = p"I7y([Z,])
for some integer n(:) > g — 4. Using the fact that (mp).([Z4]) = vg(ug—1)[Vy-1] =
deg(m1,g—1)[Vy—1] we see that

g g
(m0) (w5 ([(Vg1]) = Y _(m9)(1Z:]) = D p" @ deg(m1,9-1)[Vy-1l,
i=1 i=1
while on the other hand
(7)< (75 ([Vg—1]) = deg(mp)[Vg—1] = (L +p+ ... +p" 1) deg(mi g-1)[Vy-1].
Comparison yields that n(i) = g — i and so we find
(m0)«(€:) = p?~" deg(m1 g-1) M1

and

(m)+([Zi]) = (p — 1)p?~" deg(m1,9-1) A1
7 we

Lemma 12.3. In the Chow groups with rational coefficients ofa(i) and U
have for the push down of the j-th Chern class \j(i) of E; the relations:

TN @) =p (P I T L p DN (1)
and

pf(gff) ('/Tl,g)*(ggeg—l to €f+1) - (71—1,9)*(6162 e ég—f)'

Proof. The relation (m1)«([Z1]) = p[Z2] translates into the case j = 1 and ¢ = 1.
Using the push-pull formula and the relations 7} (X\;(i + 1) = €1 Aj—1(7) + A;(4)
the formulas for the push downs of the A;(4) follow by induction on j and 4. ]

We now calculate the class of all p-rank strata V.

Theorem 12.4. The class of the locus Vi of semi-abelian varieties of p-rank < f

in the Chow ring CHg(Ay) equals
Vil=p-1E" =1 0" = 1)t
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Proof. The class of the final stratum U,,, on Uy is given by the formula

(p =1 lglgr Ly

as it is the simultaneous degeneracy class of the maps ¢; for j = f+1,...,g.
By pushing down this class under my = m 4 we find using 12.3 and the notation
)\j (Z) =Cj (El) that

(m1.g)e(glg—1 - Lpr1) = pF OO (my ) (ily - £y 4)
— p T (m1,9)« (75 4 (A= (g — f))
=pflo=1) deg(m1,9—7) (Tg—1.9)x(Ag—5 (g = [f))-

Applying Lemma 12.3 repeatedly we find

(Tg—1.9)sNg—s(g— ) =p DA+ p)L+p+p?) - (L+...+p 7,
=D ) A,

with 74(uy) the number of final filtrations refining the canonical filtration of uy.
Hence we get (mg)«(Uu,) = (p—1)977 deg(m1,g—)vg(us)Ag. On the other hand, we
have that (mg)«(Uu,) = v4(ug) [Vf]. Together this proves the result. O

12.3. The a-number Strata. Another case where we can find attractive explicit
formulas is that of the E-O strata V,, with w the element of W, associated to
Y = {1,2,...,a}. We denote these by T,. Here we can work directly on A,.
The locus T, on A, may be defined as the locus {z € Ay: rank(V)|g, < g — a}.
We have T,4y1 C T, and dim(T,) = 0. We apply now formulas of Pragacz and
Ratajski, cf. [PR97] for the degeneracy locus for the rank of a self-adjoint bundle
map of symplectic bundles globalizing the results in isotropic Schubert calculus
from [Pr91]. Before we apply their result to our case we have to introduce some
notation.
Define for a vector bundle A with Chern classes a; the expression

J
Qij(A) = asa; + 22(*1)kai+k0j—k for > j.
k=1

Asubset B={g >0 >...> 3. >0} of {1,2,...,9} (with r even, note that 5,
may be zero) is called admissible and for such subsets we set

Qs = Pfaffian(z;;),

where the matrix (z;;) is anti-symmetric with entries x;; = Qg, 5,- Applying the
formula of Pragacz-Ratajski to our situation gives the following result:

Theorem 12.5. The cycle class [T,] of the reduced locus T, of abelian varieties
with a-number > a is given by

[Ta] = ZQﬁ(E(p)) ‘Qp(a)—ﬂ(E*)a
B

where the sum is over the admissible subsets B contained in the subset p(a) =
{a,a—1,a—2,..,1}.
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Example 12.6.

T = =)@ +1) ... (07 + (=) A da - Ay

As a corollary we find a result of one of us (cf. [Ek87]) on the number of princi-
pally polarised abelian varieties with a = g.

Corollary 12.7. We have

g9

Zm (=)ot H - C(-1)¢(=3)... (1 - 29),
X

where the sum is over the isomorphism classes (over le) of principally polarised
abelian varieties of dimension g with a = g, and {(s) is the Riemann zeta function.

Proof. Combine the formula for T, with the Hirzebruch-Mumford Proportionality
Theorem (see [Ge99]) which says that

g .
deg(ura- ) = ()5 T[S

when interpreted for the stack A,. O

The formulas for the cycles classes of the p-rank strata and the a-number strata
can be seen as generalizations of the classical formula of Deuring (known as Deur-
ing’s Mass Formula) which states that

1 _p—1
XE:#Aut(E) 247

where the sum is over the isomorphism classes over Fp of supersingular elliptic
curves. It is obtained from the formula for V;_; or T; for g = 1, i.e., [V1] = (p—1) A4,
by remarking that the degree of A; is 1/12 times the degree of a generic point of
the stack Aj.

One can obtain formulas for all the E-O strata by applying the formulas of
Pragacz-Ratajski or those of Kresch-Tamvakis [KT02, Cor. 4]. If Y is a Young
diagram given by a subset {£1,...,&.} we call [£] = Y°7_, & the weight and r the
length of &. Moreover, we need the exzcess e(§) = |§|—r(r+1)/2 and the intertwining
number e(£,n) of two strict partitions with € N5 =0 by

e(&m) = i#{j: & >n > &}

i>1

(where we use &, = 0 if k > r). We put p, = {g,9 — 1} and & = pg — ¢
and have then e(£,&') = e(£). The formula obtained by applylng the result of
Kresch and Tamvakis interpolates between the formulas for the two special cases,
the p-rank strata and a-number strata, as follows:
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Theorem 12.8. For a Young diagram given by a partition & we have

Vy] = (1) O " Qu (BEP) Y (—1)*DQ gy (E) det(cs, ¢ (Bg_¢)),
a 3

where the sum is over all admissible o and all admissible 3 that contain &' with

length £(3) = £(¢') and anN B =10.

12.4. Positivity of tautological classes. The Hodge bundle possesses certain
positivity properties. It is well-known that the determinant of the Hodge bundle
(represented by the class A1) is ample on A,. Over C this is a classical result, while
in positive characteristic this was proven by Moret-Bailly [MB85]. On the other
hand, the Hodge bundle itself is not positive in positive characteristic. For example,
for g = 2 the restriction of E to a line from the p-rank 0 locus is O(—1) & O(p),
[MB81]. But our results 12.4 imply the following non-negativity result.

Theorem 12.9. The Chern classes A; € CHg(A,®F,) (i =1,...,9) of the Hodge
bundle E are represented by effective classes with Q-coefficients.

13. TAUTOLOGICAL RINGS

We shall now interpret the results of previous sections in terms of tautological
rings. Recall that the tautological ring of A, is the subring of CHg(A,) generated
by the Chern classes A. To obtain maximal precision we shall use the subring

and not the Q-subalgebra (but note that is still a subring of CHg(.A,) not of the
integral Chow ring CH* (flg)) As a graded ring it is isomorphic to the Chow
ring CH"(Spy, /Pr) and as an abstract graded ring it is generated by the \; with
relations coming from the identity 1 = (1 + A1 +---+ X)) (1 — A1 +-- -+ (=1)9),).
This implies that it has a Z-basis consisting of the square free monomials in the
Ai. (Note however, that the degree maps from the degree g(g + 1)/2 part are not
the same; on Sp,y, /Py the degree of A;...\, is £1, whereas for ./ig it is given
by the Hirzebruch-Mumford proportionality theorem as in the previous section.)
As ]:'g — flg is an SL, /B-bundle we can express CHQ(]}Q) as an algebra over
CHQ(AQ); it is the algebra generated by the ¢; and the relations are that the
elementary symmetric functions in them are equal to the \;. This makes it natural
to define the tautological ring of F, to be the subring of CHg(F,) generated by the
£;. It will then be the algebra over tautological ring of fig generated by the ¢; and
with the relations that say that the elementary symmetric functions in the ¢; are
equal to the A;. Again this means that the tautological ring for ]}g is isomorphic
to the integral Chow ring of Sp,, /By, the space of full symplectic flags in a 2g-
dimensional symplectic vector space. Note furthermore that the Gysin maps for
Spa, /By — Spa, /Pr and F, — A are both given by Formula 3.1.

Theorem 12.1 shows in particular that the classes of the U, and V, lie in the
respective tautological rings. However, we want to both compare the formulas
for these classes with the classical formulas for the Schubert varieties and take into
account the variation of the coefficients of the classes when expressed in a fixed basis
for the tautological ring. Hence as the rest of this section is purely algebraic we shall
allow ourselves the luxury of letting p temporarily be also a polynomial variable.
We then introduce the ring Z{p} which is the localisation of the polynomial ring
Z[p] at the multiplicative subset of polynomials with constant coefficient equal to
1. Hence evaluation at 0 extends to a ring homomorphism Z{p} — Z which we
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shall call the classical specialisation. An element of Z{p} is thus invertible precisely
when its classical specialisation is invertible. By a modulo n consideration we see
that an integer polynomial with 1 as constant coefficient can have no integer zero
n # 4+1. That means in particular that evaluation at a prime p induces a ring
homomorphism Z{p} — Q taking the variable p to the integer p which we shall call
the characteristic p specialisation (as p will be an integer only when this phrase is
used there should be no confusion because of our dual use of p). We now extend
scalars of the two tautological rings from Z to Z{p} and we shall call them the p-
tautological rings. We shall also need to express the condition that an element is in
the subring obtained by extension to a subring of Z{p} and we shall then say that
the element has coefficients in the subring. We may consider the Fulton polynomial
P, of (12.1) as a polynomial with coefficients in Z{p} and when we evaluate them
on elements of the tautological ring as in Theorem 12.1 we get elements [U/,,] of the
p-tautological ring of ]:"g. If v is a final element we can push down the formula for
[74,] using (3.1) and then we get an element in the p-tautological ring of A,. We
then note that v(w) is a polynomial in p with constant coefficient equal to 1 and
hence we can define [V,] := y(w) 'm.[U,], where 7: F, — A, is the projection
map. By construction these elements map to the classes of i/, resp. V, under
specialisation to characteristic p. We shall need to compare them with the classes
of the Schubert varieties. To be specific we shall define the Schubert varieties of
Spa, /By by the condition dim E; N Dj > ry(4,7), where D, is a fixed reference
flag (and then the Schubert varieties of Spy, /Py are the images of the Schubert
varieties of Spy, /B, for final elements of W,).

Theorem 13.1. i) The classes U] and [V,]| map to the classes of the correspond-
ing Schubert varieties under classical specialisation.

ii) The classes U] and [V,] form a Z{p}-basis for the respective p-tautological
rings.

iti) The coefficients of U] and [V,] when expressed in terms of the polynomials
in the \; are in Z[p].

iv) For w € W, we have that {(w) = £(1,(w)) (see Section 9 for the definition
of 1) precisely when the specialisation to characteristic p of m, [Uy] is non-zero.
In particular there is a unique map 7: Wy — Wy /Sy {0} such that T7(w) = 0
precisely when m.[U,] = 0 which implies that ¢(w) # ¢(1,(w)) and is implied by
L(w) # L(p(w)) for all sufficiently large p. Furthermore if T(w) # 0 then {(w) =

U(m(w)) and m.[Uy] is a non-zero multiple of [V (w))-

Proof. The first part is clear as putting p = 0 in our formulas gives the Fulton
formulas for x; = —¢; and y; = 0 which are the Fulton formulas for the Schubert
varieties in Sp,; /Bg. One then obtains the formulas for the Schubert varieties
of Spy, /Py by pushing down by Gysin formulas. The remaining compatibility
needed is that the classical specialisation of «(w) is the degree of the map from
the Schubert variety of Sp,, /B, for a final element to the corresponding Schubert
variety of Spy, /Pp. However, the classical specialisation of v(w) is 1 and the map
between Schubert varieties is an isomorphism between Bruhat cells.

As for the second part we need to prove that the determinant of the matrix
expressing the classes of the strata in terms of a basis of the tautological ring (say
given by monomials in the ¢; resp. the )\;) is invertible. Given that an element of
Z{p} is invertible precisely when its classical specialisation is, we are reduced to



56 TORSTEN EKEDAHL AND GERARD VAN DER GEER

proving the corresponding statement in the classical case. However, there it follows
from the cell decomposition given by the Bruhat cells which give that the classes
of the Schubert cells form a basis for the integral Chow groups.

To prove iii) it is enough to verify the conditions of Proposition 13.2. Hence
consider w € Wy (resp. a final element ) and consider a an element m in the

tautological ring of degree complementary to that of [f,,] (resp. [V,]). By the pro-
jection formula the degree of m[U,] (resp. m[V,]) is the degree of the restriction
of m to U, (resp. V,) and it is enough to show that the denominators of these
degrees are only divisible by a finite number of primes (independently of the char-
acteristic p). However, if the characteristic is different from 3 we may pull back to
the moduli space with a level 3 structure and there the degree is an integer as the
corresponding strata are schemes. Hence the denominator divides the degree of the
level 3 structure covering A, 3 — A, which is independent of p.

Finally for iv), it is clear that in the Chow ring of A, the class m.[U,] is non-
zero precisely when m: [Uyy] — V. (w) is generically finite as all fibres have the
same dimension by Proposition 9.6. This latter fact also gives that it is generically
finite precisely when U,, and pr(w) have the same dimension which is equivalent to

l(w) = £(1p(w)). When this is the case we get that 7. [U,,] is a non-zero multiple of

[VTP(M)} again as the degree over each component of VTP(U,) is the same by Proposi-

tion 9.6. Consider now instead 7.[U,,] in the p-tautological ring and expand . [U,,]
as a linear combination of the [V,]. Then what we have just shown is that for every
specialisation to characteristic p at most one of the coefficients is non-zero. This
implies that in the p-tautological ring at most one of the coefficients is non-zero. If
it is zero then m.[U,,] is always zero in all characteristic p specialisations and we
get £(w) # {(1p(w)) for all p. If it is non-zero, then the coefficient is non-zero for

all sufficiently large p. This proves iv). O

To complete the proof of the theorem we need to prove the following proposition.

Proposition 13.2. Let a be an element of the p-tautological ring for ﬁg or .,Zlg.
Assume that there exists an n # 0 such that for all elements b of the tautological ring
of complementary degree and all sufficiently large primes p we have that deg(ab) €
Z[n~1], where @ and b are the specialisations to characteristic p of a resp. b. Then
the coefficients of a are in Z[p).

Proof. If r(x) is one of the coefficients of a, then the assumptions say that r(p) €
Zn~1] for all sufficiently large primes p. Write r as g(z)/f(x) where f and g are
integer polynomials with no common factor. Thus there are integer polynomials
s(z) and t(z) such that s(z)f(x) 4+ t(x)g(xz) = m, where m is a non-zero integer. If
g is non-constant there are arbitrarily large primes ¢ such that there is an integer
k such that ¢|f(k) (by for instance the fact that there is a prime which splits
completely in a splitting field of f). By Dirichlet’s theorem on primes in arithmetic
progressions there are arbitrarily large primes p such that f(p) # 0 and f(p) =
f(k) =0 mod ¢. By making ¢ so large so that £ fm we get that £ f g(q) (as s(q) f(q)+
t(¢)g9(g) = m) and hence ¢ appears in the denominator of r(¢). By making £ so
large so that ¢ /n we conclude. O

Example 13.3. If w is a shuffle of a final element v we have 7(w) = v.

We can combine this theorem with our results on the punctual flag spaces to
give an algebraic criterion for inclusion between E-O strata.
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Corollary 13.4. Let v/ and v be final elements. Then for sufficiently large p
we have that v/ C v if there are w,w’ € Wy for which v’ < w, 7(w) = v, and
T(w') =1

Proof. Assume there are w,w’ € W, for which v’ < w, 7(w) = v, and 7(w') = V.
By Proposition 9.6 we have that for m: ]:'g — flg the following image relations
7(Uw) =V, and 71Uy ) =V, for some v, and v} and by the theorem vy = 7(w)
and v} = 7(w’) for sufficiently large p. As w’ < w we have that U, C U, which
implies that nld, C 7(Uy)- O

14. COMPARISON WITH S(g,p)

We shall now make a comparison with de Jong’s moduli stack of T'g(p)-structures
(cf, [J093]), S(g,p). Recall that for a family A — S of principally polarised g-
dimensional abelian varieties a I'g(p)-structure consists of the choice of a flag 0 C
Hy C -~ C Hy C Alp|] of flat subgroup schemes with H; of order p’ and H,
totally isotropic with respect to the Weil pairing. We shall work exclusively in
characteristic p and denote by S(g,p) the mod p fibre of S(g,p). We now let S(g,p)°
be the closed subscheme of S(g,p) defined by the condition that H, is of height
1. This means that the (relative) Frobenius map F4/s(g,p), Where 7: A — S(g,p)
is the universal abelian variety, on it is zero. For degree reasons we then get
that H, equals the kernel of F4,s(4,). Using the principal polarisation we may
identify the Lie algebra of m with R'7.04 and hence we get a flag 0 C Lie(H;) C
Lie(Hy) C --- C Lie(H,;) = R'7.04. By functoriality this is stable under V.
Completing this flag by taking its annihilator in £ gives a flag in Hw@ thus giving
amap S(g,p)" — U,

Theorem 14.1. The canonical map S(g,p)° — me is an isomorphism. In par-
ticular, S(g,p)° is the closure of its intersection with the locus of ordinary abelian
varieties and is normal and Cohen-Macaulay.

Proof. Starting with the tautological flag {E;} on Hw@ we consider the induced flag
{Ey1:/Ey} in R'm.O4. This is a V-stable flag of the Lie algebra of a height 1
group scheme so by, for instance [Mu70, Thm. §14], any V-stable subbundle comes
from a subgroup scheme of the kernel of F4,s(4,) and thus the flag {E,;/Ey}
gives rise to a complete flag of subgroup schemes with H, equal to the kernel of the
Frobenius map and hence a map from ij@ to S(g,p)° which clearly is the inverse
of the canonical map.

The rest of the theorem now follows from Corollary 8.4. O
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15. APPENDIX g = 3,4

15.1. Admissible Strata for g = 3. In the following matrix one finds the loci
lying in Uy,. In the sixth column we give for each w an example of a final v such
that w — v.

L Y w v word w— v

0 {1,2,3} [123] {0,0,0} Id [123] Superspecial
1 [132] {0,0,0} S2 [123]  Fibre over s.s.
1 [213] {0,0,0} s1 [123]  Fibre over s.s.
1 {2,3} [124] {0,0,1} $3 [124] Moret-Bailly
2 [142] {0,0,1} 5352 [135]

2 214] {0,0,1} 8381 [135]

2 [231] {0,0,0} 5152 [123]  Fibre over s.s.
2 [312] {0,0,0} S251 [123]  Fibre over s.s.
2 {1,3} [135] {0,1,1} 5283 [135] f=0,a=2
3 [153] {0,1,1} $28382 [236]  Shuffle of {1,2}
3 [241} {07 O, 1} 5351852 [124]

3 [315} {0, ]., ].} 528381 [124]

3 [321] {0,0,0} $18281 [123]  Fibre over s.s.
3 [412] {0,0,1} 838281 [236]  Shuffle of {1,2}
3 {3} [145] {0,1,2}  s3s053 [145] f=0

3 {1,2} [236] {1,1,1} 518283 [236] a=2

4 [154] {0,1,2} 53525352 [246] Shuffle of {2}
4 [326} {1, ]., ].} 51828381 [236]

4 [351] {0,1,1} 82838182 [236]

4 [415] {07 1, 2} §38283851 [246] Shuffle of {2}
4 [421] {0, O7 1} §385185251 [236]

4 {2} [246] {1,1,2)  sysisesy  [246] f=1

5 [426] {1,1,2}  s3s1528351 [356] Shuffle of {1}
5 [451] {0,1,2}  s382838182 [356] Shuffle of {1}
5 {1} [356} {17 2, 2} §95835152S83 [356] f =2

6 {} [456} {1, 2, 3} §3528535152S83 [456] f =3

15.2. E-O Cycle Classes for g = 3. We give the cycle classes of the (reduced)
E-O strata for g = 3.

Y class

0 1

{1} (p - 1))\1

{2} (p—1@* -1
{1,2}  (p—D@*+1DAda —2(p° — 1)As

{3} (r—DE*-1)P* - 1A
{1,3} (p—1)2(p* + 1)1 As
{2,3} (p—1)2(P° — A3

{1,2,3}  (p—1@E*+1)@* — 1)AixaAs
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15.3. E-O Cycle Classes for g = 4. We give the cycle classes of the (reduced)
E-O strata for g = 4.

Y class
0 1
{1} (p—1M\
{2} (p—1)(P* = DX
{1,2} (p—1)(P*+ DAid2 —2(p° — 1)As
{3} (p =1 -1)(p* - 1)As
{1,3} (P—1%p+1)((P* —p+ 1)A1As — 2> + 1))
{2,3} (0 —1*((P° = DAz — (20° +1° —p —2)\1 )\
{1,2,3}  (p— D@+ 1((° +1)((P° = DAidads — 2(3p* +p* —p+3)Ao)a)
{4} -DE* -DE*-1)Fp' -1\
{1,4} p—1)3(p+ 1) (p* + DA\
{2,4} (P —1)%(p° — ANy
{1,2,4} (p— 12" = D((0* + DArde —2(0* + p+ DAs) A
{3,4} (p—=12@*+ D@ - DE* —p+1)((p+1)*A3 = pAid2) A
{1,3,4} (P = 12" = D° — DAz
{2,3,4} (P —1)(° = 1)(P® = DA2A3Ms
{1,2,3,4} (= 1DE*+1)E* = D" + DAz
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