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ABSTRACT. We define a universal version of the Knizhnik-Zamolodchikov-Bernard (KZB)
connection in genus 1. This is a flat connection over a principal bundle on the moduli space
of elliptic curves with marked points. It restricts to a flat connection on configuration
spaces of points on elliptic curves, which can be used for proving the formality of the
pure braid groups on genus 1 surfaces. We study the monodromy of this connection and
show that it gives rise to a relation between the KZ associator and a generating series
for iterated integrals of Eisenstein forms. We show that the universal KZB connection
realizes as the usual KZB connection for simple Lie algebras, and that in the sl, case
this realization factors through the Cherednik algebras. This leads us to define a functor
from the category of equivariant D-modules on sl, to that of modules over the Cherednik
algebra, and to compute the character of irreducible equivariant D-modules over sl,
which are supported on the nilpotent cone.
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The KZ system was introduced in [KZ] as a system of equations satisfied by correlation
functions in conformal field theory. It was then realized that this system has a universal
version ([Dr3]). The monodromy of this system leads to representations of the braid groups,
which can be used for proving the formality of the configuration spaces of C, i.e., the fact
that the fundamental groups of these spaces are formal (i.e., their Lie algebras are isomorphic
with their associated graded, which is the holonomy Lie algebra and thus has an explicit
presentation). This fact was first proved in the framework of minimal model theory ([Su,
Kol). These results gave rise to Drinfeld’s theory of associators and quasi-Hopf algebras
([Dr2, Dr3]); one of the purposes of this work was to give an algebraic construction of the
formality isomorphisms, and indeed one of its by-products is the fact that these isomorphisms
can be defined over Q.
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In the case of configuration spaces over surfaces of genus > 1, similar Lie algebra iso-
morphisms were constructed by Bezrukavnikov (|Bez]), using results of Kriz ([Kr]). In this
series of papers, we will show that this result can be reproved using a suitable flat connec-
tion over configuration spaces. This connection is a universal version of the KZB connection
(|Bel, Be2]), which is the higher genus analogue of the KZ connection.

In this paper, we focus on the case of genus 1. We define the universal KZB connection
(Section 1), and rederive from there the formality result (Section 2). As in the integrable
case of the KZB connection, the universal KZB connection extends from the configuration
spaces C(E;,n)/Sy, to the moduli space M ) of elliptic curves with n unordered marked
points (Section 3). This means that: (a) the connection can be extended to the directions
of variation of moduli, and (b) it is modular invariant.

This connection then gives rise to a monodromy morphism v, : I'y ;) — Gy 3 Sy, which
we analyze in Section 4. The images of most generators can be expressed using the KZ
associator, but the image © of the S-transformation expresses using iterated integrals of
Eisenstein series. The relations between generators give rise to relations between © and the
KZ associator, identities (28). This identity may be viewed as an elliptic analogue of the
pentagon identity, as it is a “de Rham” analogue of the relation 6AS in [HLS] (in [Ma], the
question was asked of the existence of this kind of identity).

In Section 5, we investigate how to algebraically construct a morphism I'y [,; — Gy, X S,

We show that a morphism Elm — exp(ilm) x S, can be constructed using an associator
only (here Elm is the reduced braid group of n points on the torus). [Dr3] then implies
that the formality isomorphism can be defined over @Q. In the last part of Section 5, we
develop the analogue of the theory of quasitriangular quasibialgebras (QTQBA’s), namely
elliptic structures over QTQBA’s. These structures give rise to representations of By ,, and
they can be modified by twist. We hope that in the case of a simple Lie algebra, and using
suitable twists, the elliptic structure given in Section 5.4 will give rise to elliptic structures
over the quantum group U,(g) (where ¢ € C*) or over the Lusztig quantum group (when ¢
is a root of unity), yielding back the representations of By ,, from conformal field theory.

In Section 6, we show that the universal KZB connection indeed specializes to the ordinary
KZB connection.

Sections 7-9 are dedicated applications of the ideas of the preceding sections (in particular,
Section 6) to representation theory of Cherednik algebras.

More precisely, In Section 7, we construct a homomorphism from the Lie algebra t; ,, x 0
to the rational Cherednik algebra H, (k) of type A,_1. This allows us to consider the
elliptic KZB connection with values in representations of the rational Cherednik algebra.
The monodromy of this connection then gives representations of the true Cherednik algebra
(i.e. the double affine Hecke algebra). In particular, this gives a simple way of constructing
an isomorphism between the rational Cherednik algebra and the double affine Hecke algebra,
with formal deformation parameters.

In Section 8, we consider the special representation Vi of the rational Cherednik algebra
H,(k), k = N/n, for which the elliptic KZB connection is the KZB connection for (holo-
morphic) n-point correlation functions of the WZW model for SLx(C) on the elliptic curve,
when the marked points are labeled by the vector representation CV. This representation is
realized in the space of equivariant polynomial functions on sl with values in (CV)®", and
we show that it is irreducible, and calculate its character.

In Section 9, we generalize the construction of Section 8, by replacing, in the construction
of Vy, the space of polynomial functions on sl with an arbitrary D-module on sly. This
gives rise to an exact functor from the category of (equivariant) D-modules on sl to the
category of representations of H, (N/n). We study this functor in detail. In particular, we
show that this functor maps D-modules concentrated on the nilpotent cone to modules from
category O_ of highest weight modules over the Cherednik algebra, and is closely related



4 DAMIEN CALAQUE, BENJAMIN ENRIQUEZ, AND PAVEL ETINGOF

to the Gan-Ginzburg functor, [GG1]. Using these facts, we show that it maps irreducible
D-modules on the nilpotent cone to irreducible representations of the Cherednik algebra,
and determine their highest weights. As an application, we compute the decomposition
of cuspidal D-modules into irreducible representations of SLy(C). Finally, we describe
the generalization of the above result to the trigonometric case (which involves D-modules
on the group and trigonometric Cherednik algebras), and point out several directions for
generalization.

1. BUNDLES WITH FLAT CONNECTIONS ON (REDUCED) CONFIGURATION SPACES

1.1. The Lie algebras t;, and E,n. Let n > 1 be an integer and k be a field of charac-
teristic zero. We define tlf’n as the Lie algebra with generators xz;,y; (i = 1,...,n) and t;;
(i # j € {1,...,n}) and relations

tij =tji, [tij.tie +tiu] =0, [ty tw] =0, (1)

i ys) = tigs [wawg] = eyl =0, eyl == D ti,
Jli#i
[zistjn] = [yir tig] = 0, [wi + 2, ti5] = [yi + yj,ti5] = 0.

(i, 4.k, are distinct). In this Lie algebra, >, z; and }_, y; are central; we then define £, :=
5,/ (X i, >, y:). Both tf,, and £, are positively graded, where deg(x;) = deg(y;) = 1.

The symmetric group S, acts by automorphisms of tlf’n by o (i) == o0y, 0(Yi) = Yo(s),
0 (tij) = to(i)o(j); this induces an action of S, by automorphisms of £f .

We will set t, := t7,,, t1,n := {f,, in Sections 1 to 4.

)

1.2. Bundles with flat connections over C(E,n) and C(E,n). Let E be an ellip-
tic curve, C(E,n) be the configuration space E"™ — {diagonals} (n > 1) and C(E,n) =
C(E,n)/E be the reduced configuration space. We will define a' exp(il,n)—principal bundle
with a flat (holomorphic) connection (Pg ., Vi ) — C(F,n). For this, we define a exp(t;_,)-
principal bundle with a flat connection (Pg n, VEn) — C(E,n). Its image under the natural
morphism exp(t,) — exp(in) is a exp(il,n)—bundle with connection (Pg ., Vg.,) — C(E,n),
and we then prove that (PE,Z, @En) is the pull-back of a pair (Pg ,,, V) under the canon-
ical projection C(E,n) — C(E,n).

For this, we fix a uniformization F ~ E,, where for 7 € $,  := {r € C[S(r) > 0},
E,:=C/A; and A, :=Z + Zr.

We then have C(E;,n) = (C" — Diag, .)/A?, where Diag, . := {z = (21,...,20) €
C™zij == 2z — z; € A; for some ¢ # j}. We define P, ,, as the restriction to C(E-,n) of
the bundle over C"/A™ for which a section on U C C"/A” is a regular map f : 7~ }(U) —
exp(ty,n), such that? f(z + 8;) = f(z), f(z+ 76;) = e 2717 f(z) (here w : C* — C"/A" is
the canonical projection and d; is the ith vector of the canonical basis of C™).

The bundle PT,H — C(E.,n) derived from P., is the pull-back of a bundle P, —
C(E,,n) since the e=271%i ¢ exp(il,n) commute pairwise and their product is 1. Here z — &
is the map {lm — ilm.

A flat connection V; , on P; , is then the same as an equivariant flat connection over the
trivial bundle over C" — Diag,, ., i.e., a connection of the form

Ven =d— Z Ki(z|7)d 2,

i=1

where K;(—|7) : C* — t1,, is holomorphic on C" — Diag,, ., such that:

We will denote by g or g" the degree completion of a positively graded Lie algebra g.
2We set i := v/ —1, leaving ¢ for indices.
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(a) Ki(z + 0;|7) = Ki(z|7), Ki(z +76;|7) = e~ 271843 (K (z|7)),

(b) [0/0z; — K;(z|T),0/0z; — K;(z|T)] = 0 for any ¢, j.

V:.n then induces a flat connection @T,n on ]57,”. Then @T,n is the pull-back of a (neces-
sarily flat) connection on P, ,, iff:

(¢) Ki(z|t) = Ki(z +u(},; 6:)|7) and Y, K;(z|7) = 0 for z € C" — Diag,, ., u € C.

In order to define the K;(z|7), we first recall some facts on theta-functions. There is a
unique holomorphic function C x  — C, (z,7) — 6(z|7), such that {z]0(z|7) = 0} = A,
0(z + 1|7) = —0(z|7) = 0(—=2|7) and O(z + 7|7) = —e "7 271%0(2|7), and 6,(0|7) = 1.
We have 0(z|r + 1) = 6(z|7), while 8(—z/7| — 1/7) = —(1/7)e™/DZ0(z|7). If n(r) =
¢/ 1,>,(1 — ¢") where ¢ = €2™'7, and if we set 9(z|7) = 1(7)%0(z|r), then 9,9
(1/471)0%0.

Let us set

Oz +zl7) 1
k(Z,(E|T) = W — E

When 7 is fixed, k(z, z|7) belongs to Hol(C — A;)[[x]]. Substituting x = adz;, we get a linear
map t1,, — (t1,, ® Hol(C — A;))", and taking the image of ¢;;, we define
0(z +ad(zi)|r) ad(z:) ) (y):

0(zr)  O(ad(w)r)

Kij(Z|T) = k(z,adl‘i|7)(tij) = (

it is a holomorphic function on C — A, with values in fl,n.

Now set z := (21, ..., 2n), 2ij := 2; — z; and define
Ki(zr) = —yi+ > Kij(zi]7).
Jli#i

Let us check that the Kj;(z|7) satisfy condition (c). We have clearly K;(z 4+ u(}_, ;) =
Ki(z). We have k(z, z|7)+k(—z, —z|T) = 0, s0 K;;(2|7)+Kji(—z|T) = 0, so that >, K;(z|T) =
— >, Yi, which implies >, K;(z|T) = 0.

Lemma 1.1. K;(z + &;|7) = K;(z|7) and K;(z + 70;|7) = e~ 271242 (K (z|r)), i.e., the
K;(z|T) satisfy condition (a).

Proof. We have k(z+1, z|7) = k(z, z|T) so for any j, K;(z+0;|7) = K;(z|7). We have k(z+
7,2|7) = eF (2, xlm) + (TP — 1) [z, s0 if j # i, Ki(z+705|7) = 30504, 5 K (2i | 7) +
ermiad @i | (2] T) + %(t”) — ;. Then

ad x;
e?ﬂ'iadwi -1 1— 6727riadzj

(t) = (t) = (L= e 2 y),

ad xT; ad Zj

124 (K5 (25|7)) = e 72124 (K (25| 7)) and for ' # 4, j, Kipr (230 |7) = e 727124 (Ko (230 7)),
so Ki(z + 78;|7) = e~ 2" 1adei (K, (2| 7).
Now K;(z+76;|7) = = 35, yi— 201 K (2+78i|m) = = 3, yi—e 271245 (30 1 K(2]7)) =
e Pmiad e (30 gy — 30 i K(2]T)) = e 72T K (2]7) (the first and last equality follow
from the proof of (c), the second equality has just been proved, the third equality follows
from the centrality of }_, v;). O

Proposition 1.2. [0/0z; — K;(z|T),0/0z; — K;(z|T)] =0, i.e., the K;(z|T) satisfy condition
(b).
Proof. For i # j, let us set K;j := K;;(2i;|T). Recall that K;; + Kj; = 0, therefore if
0; :=0/0z;
0Ky — 0;Kji =0, yi — Kij,y5 — Kyl = —[Kij, 95 + y5)-
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Moreover, if 4, j, k, I are distinct, then [K;z, Kj;] = 0. It follows that if ¢ # j,

[0; — Ki(z|T),0; — K;(z|7)]

= [y +y;, Kij) + Z ([Kik, Kji] + [Kij, K] + [Kij, K] + [y5, Kir] — [yi Kji])-

K|k,
Let us assume for a while that if k ¢ {4, j}, then
— lyi, Kjr] — [y, Kni] — lyn, Kij] + [Kji, Kii] + [Kyj, Kij] + [Kig, Kjg] =0 (2)
(this is the universal version of the classical dynamical Yang-Baxter equation).
Then (2) implies that
(0; — Ki(z|7),0; — K;(2l7)] = [yi + v Kij] + > s Kig] = D> s Kij] = 0
k|ki,j k

(as Y, yk is central), which proves the proposition.
Let us now prove (2). If f(z) € C[[z]], then

f(adz;) — f(—adz;)

[k fladzs) ()] = =3 — adz, [—this tijl,

i, f(ade;)(tn)] = f(at;];jlf;;;dxk) [=tijs tj] = (o) —_f;zixi + ads;) [=tij: tnl;
[y, f(aday) (tri)] = f(aiz;;)k;f;d—;dmi) [—tik, thil = [(Cadn = igifij_ [(Cade) [—tik, thil-
The first identity is proved as follows:

[y, (adx;)" (ti;)] = — i(adwi)s(adtm)(ad%)"18(%‘) = — i(adwi)s(adtki)(—ad%)"ls(tij)

n—1
= — Y (adw;)*(—adw;)" ' " (adty:) (ti;) = f(adzi, —adz;)([~twi, b)),
s=0

where f(u,v) = (u” —v")/(u — v). The two next identities follow from this one and from
the fact that z; + z; + x; commutes with ¢;;, tix, ¢k
Then, if we write k(z, x) instead of k(z,z|7), the Lh.s. of (2) is equal to

(k(zij, —adx;)k(zik, adz; + adx;) — k(zij, ade;)k(zjk, ade; + adx;) + k(zik, ada;)k(z5, adz;)
n k(zjk,adx;) — k(zjk, ade; + adx;) n k(zik, adz;) — k(zi5, adz; + adx;)

adxi ada:j
k(zij,adx;) — k(zi;, —adz;)
- ti iy ti .
adz; + adz; )[ o tie]

So (2) follows from the identity
k(z,—v)k(z',u+v) — k(z,u)k(z' — z,u +v) + k(z',u)k(z" — z,v)
k(2 — z,v) — k(2 — z,u+v) n k(z',u) — k(2 u+v)  k(z,u) —k(z, —v)
u v U+ v
where u, v are formal variables, which is a consequence of the theta-functions identity

+

:O’

(k(z,—v) — %) (k(z',u+v)+ %—Fv) — (k(z,u) + %) (k(z' — z,u+v) + u—|—v)
() + %) (k(z' — 2,0) + %) ~0. (3)

We have therefore proved:
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Theorem 1.3. (P;,,,V;,) is a flat connection on C(E,,n), and the induced flat connection
(PT s VTn) is the pull-back of a unique flat connection (P, Vr,) on C(Er,n).

1.3. Bundles with flat connections on C(E,n)/S,, and C(E,n)/S,. The group S, acts
freely by automorphisms of C(E,n) by o(z1,...,2n) = (26-1(1), -+, Zo-1(n))- This descends
to a free action of S,, on C(E,n). We set C(E, [n]) := C(E,n)/Sy, C(E,[n]) := (E n)/Sy.

We will show that (Pr,,V;,) induces a bundle with flat connection (P nl> Vr,[m]) On
C(E;,[n]) with group exp(’q n) X Sy, and similarly (Pr,,V,,) induces (P,
C(E-, [n]) with group exp(tl,n) X Sy

We define P, j,,) — C(E7, [n]) by the condition that a section of U C C(E, [n]) is a regular
map 7~ H(U) — exp(t1,) x Sy, satisfying again f(z + 0;) = f(z), f(z + 76;) = e 271 f(z)
and the additional requirement f(0z) = of(z) (where 7 : C" — Diag, ,, — C(E;,[n]) is the
canonical projection). It is clear that V., is Sp-invariant, which implies that it defines a
flat connection V. ) on C(E7, [n]).

The bundle P(E.,[n]) — C(E,,[n]) is defined by the additional requirement f(z +
u(>>;6;)) = f(z) and V., then induces a flat connection V. ,; on C(E;, [n]).

r[n)s Vir,[n]) oD

2. FORMALITY OF PURE BRAID GROUPS ON THE TORUS

2.1. Reminders on Malcev Lie algebras. Let k be a field of characteristic 0 and let g be
a pronilpotent k-Lie algebra. Set g' = g, g"*! = [g, g*]; then g = g' D g%... is a decreasing
filtration of g. The associated graded Lie algebra is gr(g) := @kzlgk/g’”l; we also consider
its completion gr(g) := ®r>1¢"/g"*! (here & is the direct product). We say that g is formal
iff there exists an isomorphism of filtered Lie algebras g ~ gr(g), whose associated graded
morphism is the identity. We will use the following fact: if g is a pronilpotent Lie algebra,
t is a positively graded Lie algebra, and there exists an isomorphism g ~ t of filtered Lie
algebras, then g is formal, and the associated graded morphism gr(g) — t is an isomorphism
of graded Lie algebras.

If T is a finitely generated group, there exists a unique pair (I'(k),ir) of a prounipotent
algebraic group I'(k) and a group morphism ir : I' — I'(k), which is initial in the category
of all pairs (U, j), where U is prounipotent k-algebraic group and j : ' — U is a group
morphism.

We denote by Lie(I")x the Lie algebra of I'(k). Then we have I'(k) = exp(Lie(I')k); Lie(I')k
is a pronilpotent Lie algebra. We have Lie(I')x = Lie(I")gp ® k. We say that I' is formal iff
Lie(T")¢ is formal (one can show that this implies that Lie(T")q is formal).

When T is presented by generators ¢i,...,g, and relations R;(g1,...,g9n) (1 = 1,...,p),
Lie(T")g is the quotient of the topologically free Lie algebra fn generated by 71, ..., 7, by the
topological ideal generated by log(R;(e™,...,e™)) (i =1,...,p).

The decreasing filtration of f, is fn = (fu)* D (Fa)2 D ..., where (§,)* is the part of §, of
degree > k in the generators 71, ..., 7,. The image of this filtration by the projection is map
is the decreasing filtration Lie(I')g = Lie(F)b D Lie(F)é D ... of Lie(T")q.

2.2. Presentation of PB; ,. For 7 € 9, let U, C C" — Diag,, , be the open subset of all
z = (z1,..., 2n), of the form z; = a; + 7b;, where 0 < a1 < ... < ap, <land 0 < b; < ... <
b, < 1. If zg = (29,...,20) € Uy, its image 7o in E? actually belongs to the conﬁguratlon
space C(E;,n).

The pure braid group of n points on the torus PB; ,, may be viewed as PB; ,, = 71 (C(E,n)
Denote by X;,Y; € PBy, the classes of the projection of the paths [0,1] 5 ¢ +— z¢ — td; and
[0,1] 2 t +— z¢ — t70;.

Set A; := X;..X,,, B, :=Y;..Y, for i =1,....n. According to [Bil], A;,B; (i = 1,...,n)
generate PB; ,, and a presentation of PB, ,, is, in terms of these generators:

(Ai, Aj) = (B, Bj) = 1 (any 4,7), (A1, Bj) = (B1,4;) =1 (any j),

7ZO)~
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(Br, Ak A1) = (BB ', Ag) = Cji (5 < k), (Ai,Cjr) = (Bi, Cjp) = 1 (i <j < k),
where (g, h) = ghg=th™1.

2.3. Alternative presentations of t; ,. We now give two variants of the defining presen-
tation of ¢; ,,. Presentation (A) below is the original presentation in [Bez|, and presentation
(B) will be suited to the comparison with the above presentation of PBy ,.

Lemma 2.1. t;,, admits the following presentations:

(A) generators are x;, y; (1 = 1,...,n), relations are [x;,y;] = (xj,y:| (i # j), [xi,2z;] =
iyl =0 (any i, j), 3225 %5,9:) = [y mi] = 0 (any i), [, [x5, 6] = [ys, [ys,2l] = 0
(i, 7,k are distinct);

(B) generators are a;, b; (i = 1,...,n), relations are [a;,a;] = [bj,b;] = 0 (any i,7),
[a1, 0] = [b1, a;] = 0 (any j), [a;,bk] = [ar, bj] (any i,]), lai, ¢jn] = [bi;cju] = 0 (i < < k),
where ¢;i = [bg, ar — a;j].

The isomorphism of presentations (A) and (B) is a; = Z?:l xj, by = Z?:Z Yj.

Proof. Let us prove that the initial relations for x;,y;,t;; imply the relations (A) for
x;,y;. Let us assume the initial relations. If i # j, since [z, yj] = t;; and t;; = t;;, we get
[zi,y;] = [xj,y:]. The relations [z;,x;] = [y:,y;] = 0 (any ¢,j) are contained in the initial
relations. For any ¢, since [x;,y;] = —Eﬂ#i ti; and [z;,y:] = t;; = ti; (§ # ), we get
[>; 2j,yi] = 0. Similarly, [3°; y;, ;] = 0 (for any 7). If i, j, k are distinct, since [}, y] = tji
and [x;,t;5] = 0, we get [z;, [z, yx]] = 0 and similarly we prove [z;, [y;, zx]] = 0.

Let us now prove that the relations (A) for x;,y; imply the initial relations for z;,y; and
tij = [xi,y;] (1 # 7). Assume the relations (A). If ¢ # j, since [z;,y;] = [z}, ys], we have
t;j = tj;. The relation t;; = [z;,y;] (¢ # j) is clear and [z;,z;] = [y;,y;] = 0 (any ¢, ) are
already in relations (A). Since for any i, [3°; x;,y:] = 0, we get [z, yi] = =37, .[), 4] =
=D i tii = — 2 tig- 14, j, k are distinct, the relations [z, [x;, yk]] = [vi, [vj, zx]] =
0 imply [z;,tk]) = [yi,tje] = 0. If @ # j, since [>°, axp, x| = D, 2k, y;] = 0, we get
Dk k. tij]) = 0 and [z, t;;] = 0 for k& ¢ {7,7} then implies [z; + x;,t;;] = 0. One proves
similarly [y; + y;,ti;] = 0. We have already shown that [z;,tx] = [y;,tu] = 0 for 4, j, k.1
distinct, which implies [[x;,y;],tu] = 0, ie., [tij,t] = 0. If 4,5,k are distinct, we have
shown that [t;;,yx] = 0 and [t;;,z; + ;] = 0, which implies [t;;, [z; + z;,yx]] = 0, ie.,
[tij, tix + tjx] = 0.

Let us prove that the relations (A) for z;,y; imply relations (B) for a; := Z;Z:Z xj,
b = Z?:Z. y;. Summing up the relations [z;,z;/] = [y, y;7] = 0 and [z, y;/] = [z, ysr] for
i =1,...,nand j' = j,...,n, we get [a;,a;] = [b;,b;] = 0 and [a;, b;] = [a;,b;] (for any 1, j).
Summing up [>°; 2, yir] = 32 yj,xe] = 0 for i’ =4,...,n, we get [a1,b;] = [a;,b1] = 0 (for
any ¢). Finally, ¢, = ZZ; Zg:k tops (in terms of the initial presentation) so the relations
[zir, tap] = 0 for i’ # a, f and [z4 + 28,tas] = 0 imply [a;, ¢jx] = 0 for i < j < k. Similarly,
one shows [b;, ¢ji] =0 for i < j < k.

Let us prove that the relations (B) for a;,b; imply relations (A) for z; := a; — a;41,
yi = b; — biy1 (with the convention a, 1 = b1 = 0). As before, [a;,a;] = [b;,b;] = 0,
lai,bj] = [aj,b;] imply [z, 2;] = [ys,y;] = 0, [@i,y;] = [z;,y:] (for any i,7). We set t;; :=
[331', yj] for i # j, then we have ti; = tj;. We have for j < k, tik = Cjk—Cj kt1—Cjt1,kTCjr1 k11

(we set ¢;pny1 = 0), so [a;,c;i] = 0 implies [> 5 _, xy,tjx] = 0 for i < j < k. When
i < j < k, the difference between this relation and its analogue of (i+1, j, k) gives [z;, ;1] =0

for i < j < k. This can be rewritten [z;, [z;,yx]] = 0 and since [z;,z;] = 0, we get
[z, [xi,yx]] = 0, so [z;,t;] = 0 and by changing indices, [z;,t;x] = 0 for j < i < k.
Rewriting again [x;,tjx] = 0 for i < j < k as [z;, [y;,2x]] = 0 and using [z;, 2] = 0, we
get [z, [zi,y;]] = 0. ie., [Tk, ti;] = 0, which we rewrite [z;,¢;5] = 0 for j < k < . Finally,
[zi,t;5] = 0 for j < k and ¢ ¢ {j,k}, which implies [z;,t;z] = 0 for ¢, 7, k different. One
proves similarly [y;, t;i] = 0 for ¢, j, k different. O
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2.4. The formality of PBy ,. The flat connection d— Y. | K;(z|7)d 2 gives rise to a
monodromy representation fiz, r : PB1, = m1(C,z0) — exp(@l,n), which factors through
a morphism i, - (C) : PBy,(C) — exp(tin). Let Lie(ig,-) : Lie(PBy,)c — t1, be the
corresponding morphism between pronilpotent Lie algebras.

Proposition 2.2. Lie(uz,,r) is an isomorphism of filtered Lie algebras, so that PBy , is
formal.

Proof. As we have seen, Lie(PB; ,)c (denoted Lie(PBs ) in this proof) is the quotient
of the topologically free Lie algebra generated by «;, 3; (i = 1,...,n) by the topological ideal
generated by [, aj]? [Bis ﬁj]a [, ﬁj]ﬂ (B, aj]a IOg(eﬁkﬂeakioﬁ) - IOg(eﬁkiﬁj ,er), [ag, ij]ﬂ
[Bis Vi) where vj, = log(ePk, e =),

This presentation and the above presentation (B) of t; , imply that there is a morphism of
graded Lie algebras p,, : t1,, — grLie(PBy ,,) defined by a; — [a], b; — [5i], where o — [q]
is the projection map Lie(PB; ,,) — gr; Lie(PBy ).

prn 18 surjective because grLieT is generated in degree 1 (as the associated graded of any
quotient of a topologically free Lie algebra).

There is a unique derivation Ay € Der(t 5), such that Ao(xi) =y; and Ao(yi) = 0. This
derivation gives rise to a one-parameter group of automorphisms of Der(t; ,,), defined by
exp(sAo)(z;) := x; + syi, exp(sAo)(yi) = ¥i-

Lie(ftz,,7) induces a morphism grLie(t,, ) : grLie(PBy ) — t1,,. We will now prove
that

. T
e Lic(jiz, ) 0 P = oxp(— 5 Bo) 0w, @

where w is the automorphism of t; ,, defined by w(a;) = —b;, w(b;) = 2wia;.

Uzy - is defined as follows. Let Fy (z) be the solution of (8/0z;)F,,(z) = K;(z|7)F, (2),
F,.(z0) = 1on U let Hy :={z = (21,...,2n)|2 = a; + 70;,0 < a1 < ... < ap, < 1} and
Ve i=A{z= (21, .., 2n)|2 = ai +7b;,0 < b1 < ... < by < 1}; let FfI and F,/ be the analytic
prolongations of F,, to H, and V;; then

Fl(z+6;) = F(2) 1y - (Xi), ¥ " F) (z+76;) = Fy (2) gy, (Vi)

We have log F, (z) = — Y ;(z; — 29)y; + terms of degree > 2, where t;,, is graded by
deg(x;) = deg(y;) = 1, which implies that log yiz, -(Xi) = —y; + terms of degree > 2,
log ttzy - (Y:) = 2miz; —Ty; + terms of degree > 2. Therefore Lie(fiz,,+) () = 10g fizy  (Ai) =
—b; + terms of degree > 2, Lie(ftz,,7)(8i) = l0g fiz,,+(Bi) = 2wia; — 7b; + terms of degree
> 2. So grLie(pizg,r)([ei]) = —bs, grLie(uz, -)([Gi]) = 2mia; — 7b;.

It follows that gr Lie(pz, ~) o pp is the endomorphism a; — —b;, b; — 2wia; — 7b; of ty p,
which is the automorphism exp(—#ﬁo) o wj this proves (4).

Since we already proved that p, is surjective, it follows that gr Lie(us,,-) and p, are
both isomorphisms. As Lie(PB; ) and {1771 are both complete and separated, Lie(jiz,, ) is
bijective, and since it is a morphism, it is an isomorphism of filtered Lie algebras. ([

2.5. The formality of PBi,. Let zg € U, and [zo] € C(E,,n) be its image. We set
PB1,, := m(C(E:,n),[z0]). Then PBy, is the quotient of PBy , by its central subgroup
(isomorphic to Z?) generated by A; and By. We have jiz, (A1) = e~ 22 and Wazo.r(B1) =
e2mi3 Ti=T XY g Lie(fzy ~) (1) = —a1, Lie(ftgy,+)(81) = 2mias — 71, which implies that
Lie(ftz,,7) induces an isomorphism between Lie(ﬁlm)@ and t; ,. In particular, ﬁlm is
formal.

Remark 2.3. Let Diag,, := {(z,7) € C" x 9|z € Diag, , } and let U C (C" x §)—Diag, be the
set of all (z,7) such that z € U,. Each element of U gives rise to a Lie algebra isomorphism
fiz,r : Lie(PB1,) ~ t . For an infinitesimal (dz,d ), the composition fiz4dz rtdr © fy -
is then an infinitesimal automorphism of {1,,1. This defines a flat connection over U with
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values in the trivial Lie algebra bundle with Lie algebra Der(t;,). When d7 = 0, the
infinitesimal automorphism has the form exp(}_, K;(z|7) d z;), so the connection has the form
d—Y",ad(K;(z|r))d z; — A(z|7)d 7, where A : U — Der(t;,,) is a meromorphic map with
poles at Diag,,. In the next section, we determine a map A : (C" x $) — Diag,, — Der(t;.,)
with the same flatness properties as A(z|7).

2.6. The isomorphisms B ,,(C) ~ exp(il n) ¥ Spy B p(C) ~ exp(il,n) X Sp. Let zg be as
above; we define By ,, := m1(C(E-,[n]), [20]) and By ,, := m1(C(E-,[n]), [Zo]), where z +— [z]
is the canonical projection C(E,,n) — C(E;,[n]) or C(E;,n) — C( ,[n]).

We have an exact sequence 1 — PBl,n — Bin, — S, — 1, We then define groups
B »(C) fitting in an exact sequence 1 — PB; ,(C) — By ,(C) — S,, — 1 as follows: the
morphism B;, — Aut(PBi,) extends to Bi, — Aut(PB;,(C)); we then construct the
semidirect product PB1 ,,(C) x B4 »; then PB; ,, embeds diagonally as a normal subgroup of
this semidirect product, and Bs ,(C) is defined as the quotient (PB; ,,(C) x B1,)/PB1 p.

The monodromy of V, |, then gives rise to a group morphism By, — exp(tin) X Sy,
which factors through Bl,n((C) — exp(t1.n) ¥ S,,. Since this map commutes with the natural
morphisms to S, and using the isomorphism PB; ,,(C) ~ exp(il,n), we obtain that By ,,(C) —
exp(flm) X S, is an isomorphism.

Similarly, starting from the exact sequence 1 — ﬁlm — Elm — S, — 1 one defines a
group Bj ,,(C) fitting in an exact sequence 1 — PBy,, — B1,(C) — S,, — 1 together with
an isomorphism Elm((C) — exp(il,n) X S,.

3. BUNDLES WITH FLAT CONNECTION ON M, AND M [,

We first define Lie algebras of derivations of El,n and a related group G,,. We then define
a principal G,,-bundle with flat connection of M, ,, and a principal G,, x S;,-bundle with flat
connection on the moduli space M [, of elliptic curves with n unordered marked points.

3.1. Derivations of the Lie algebras t; , and {17,1 and associated groups. Let 0 be
the Lie algebra with generators Ag, d, X and da,,, (m > 1), and relations:

[, X] =2X, [d,Ag]=—2A, [X,Aq] =d,

[52m, X] = 0, [d, 62m] = 2m52m, ad(A0)2m+1(§2m) =0.

Proposition 3.1. We have a Lie algebra morphism 0 — Der(t1,,), denoted by & — é, such
that

d(z;) = a:l,d(yi) =—y;,d(ti;) =0, X(x;)=0 )N((yl) = xZ,X(t”) =0,

Ao(z:) = yi, Ao(y:) = 0, Ag(t;) = 0,

Som (:) = 0,00, (ti) = [tij, (ad 2:)*™ (ti;)], G20 (i) Z Do lad@)P(tiy), (— adw;)(ti)):

Jli#i P+q 2m—1

This induces a Lie algebra morphism 9 — Der(t; ,,).

Proof. The fact that Ay, d, X are derivations and commute according to the Lie bracket
of sly is clear. y y

Let us prove that do, is a derivation. We have dam (ti) = [tij, 2 i (adz;)*™(t;;)], which
implies that &, preserves the infinitesimal pure braid identities. It clearly preserves the
relations [Ii, Z‘j] =0, [xi,yj] = tij, [Z‘k, tij] =0, [3:1 + ﬂij,tij] =0.
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Let us prove that Som preserves the relation [y, ti;] = 0, i.e., that [5@ (yx), tij)+yk S@(tij)] =

0.
[52m(yk)atij]=1 > (=D)[[(adar)P (tri), (adar)? (tri)] + [(adae ) (try), (adak)? (ty )], ti]
p+qg=2m—1
:% o ()T [(adzy )P (1), (adwy) (tg)] + [(adar)P (tkg), (adar)? (tra)], ]
p+g=2m—1

= Y (DT I(adar)? (ta), (adar) ()]s tig] = [ty Y

p+qg=2m—1

(=1)P(ada;)? (ada;)* ([txis ti;))]-

p+qg=2m—1

On the other hand, [y, Som (tii)] = [k, [tij, (adx;)?™ (ti;)]] = [tij, [yk, (adz;)>™ (t:5)]]. Now

[y, (adz;) > (t)] = — Y (adz;)® ([thi, (adzi)? (t:))])

a+pB=2m—1
=— > (adw) [t (—adey) (ty)] = = D (adwy)*(—ada;)? ([t tiy)
a+pB=2m—1 a+pB=2m—1
= D (=1P M (adwy)P (aday) ([t tas))-
p+g=2m—1

Hence (b2 (yr), tij] + [y, dom (tis)] = 0. ) )

Let us prove that da,, preserves the relation [y;, y;] = 0, i.e., that [d2m (¥:), y;]+[¥i, d2m (y;)] =
0.

We have

[is 62m (y;)] = %[Z/m Z (=1)[(adz;)P(t5:), (adz;)?(t):)]]
pt+g=2m—1
Fy e Y (1) (ade)P ), () (150
k#i.j p+g=2m—1
Now

%[yi’ Y (D) (aday)P (t0), (aday)? (t:)]] — (i < 5)

p+qg=2m—1

:—%[yﬁij > (=D)(adw:)P (ti), (adw;)? (£i;)]
p+g=2m—1

= D (D™ ly + gy (adai)P(85)), (ada)? (8)].

p+g=2m—1

A computation similar to the above computation of [y, (adx;)*™(t;;)] yields

[yi +yj, (adz:)P ()] = (=1)7 > [(adar)™ (tar), (aday)” (t50.),
a+p=p—1
SO

G)= > [ladw)*(ty), ((adz)” (), (ad; )7 (t)]].
a+B+y=2m—2
If now k # 4, j, then

g Y (D) (ade)P (), (ade) (E)]l = Y

p+g=2m—1

(=1){[yi, (ada;)" (t50)], (adazy)? (25)]-
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As we have seen,

[y, (adz:)P (Ea)] = (1P Y (—ada;)*(aday ) [tij, tar]

a+p=p—1
= (1Pt N [(—ada)*(t;), (adak)? (tx)]
a+pB=p—1
So we get
oy D (1lade;)P ), (ady) (150
p+g=2m—1
= Y [l(adw)*(ty), (adw)” (t)), (ada;)? (t)]
a+B+y=2m—2
therefore

1 . .
i 5 > (=1)(ada;)P (tx), (ady) (tx)]] — (i < 5)
p+qg=2m—1
= Y [(adw)*(ty), [(adzy)” (tir), (adzy) (t5)]]-
a+f[+y=2m—2
Therefore [y;, S2m (y7)] + [02m (), y;] = 0. i
Since dom (D_; i) = d2m(D_;¥:) = 0 and >, ; and ), y; are central, da,, preserves the
relations [Y, x;,y;] = 0 and [>°, zk,ti;] = [D ) Yk, tij] = 0. It follows that da,, preserves the
relations [z; + x;,t;;] = [yi + yj,ti;] = 0 and [z;,y;] = — Zﬂ#i tij. All this proves that da,,
is a derivation. 3 R
Let us show that ad(Ag)*™ ! (da,,) = 0 for m > 1. We have

ad(A0)> ™ (g ) (2i) = —(2m + 1)AZ™ 0 G 0 Ag(2;) = —(2m + 1)AZ™ 0 don (ys)

~om 1
= —(2m+ AT (Y 3 Y [ladai)P(ty), (—adw:)(t;)]) = 0;
jli#i  pte=2m—1

the last part of this computation implies that ad(Ag )2+ (82 ) (y:) = 0, therefore ad(Ag)2™ ! (dam ) =
0.

We have clearly [X' , ng] =0 and [J,Nggm] = 2mdaym,. It follows that we have a Lie algebra
morphism 0 — Der(t; ). Since d, Ag, X and 02y, all map C(>°,; x;) @ C(>°, v;) to itself, this
induces a Lie algebra morphism 9 — Der(t; ;). O

Let e, f, h be the standard basis of sls. Then we have a Lie algebra morphism ? — slo,
defined by d2, — 0, d— h, X — e, Ag — f. We denote by 0, C 0 its kernel.
Since the morphism d — sly has a section (given by e, f,h — X,Ap,d), we have a
semidirect product decomposition 0 = 04 % sls.
We then have
El,n X0 = ({1771 X a+) X 5[2.

Lemma 3.2. t;,, x 04 is positively graded.

Proof. We define compatible Z?-gradings of 0 and t; ,, by deg(Ag) = (—1,1), deg(d) =
(Ov 0)7 deg(X) = (1’ _1)7 deg(52m) = (2m+1a 1)7 deg(xl) = (15 0)7 deg(yl) = (07 1)’ deg(tij) =
(1,1).

We define the support of d (resp., t1,) as the subset of Z? of indices for which the
corresponding component of d (resp., t; ,,) is nonzero.

Since the Z; on one hand, the g; on the other hand generate abelian Lie subalgebras of
1, the support of t; ,, is contained in N2 ;U {(1,0), (0,1)}.

On the other hand, 9 is generated by the ad(Ag)?(d2:,), which all have degrees in N2 .
It follows that the support of 0 is contained in N2>0.
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Therefore the support of t; ,, x 04 is contained in N2, U{(1,0), (0,1)}, so this Lie algebra
is positively graded. |

Lemma 3.3. t1 , X0 is a sum of finite dimensional sly-modules; 0 is a sum of irreducible
odd dimensional sla-modules.

Proof. A generating space for t; ,, is >,(Cz; @ Cy;), which is a sum of finite dimensional
slp-modules, so t; 5, is a sum of finite dimensional sla-modules.

A generating space for 94 is the sum over m > 1 of its slp-submodules generated by the
d2m, which are zero or irreducible odd dimensional, therefore 0 is a sum of odd dimensional
slo-modules. (In fact, the slo-submodule generated by da,,, is nonzero, as it follows from the
construction of the above morphism 0, — Der(t; ,,) that da,, # 0.) O

It follows that t; ,,, 0+ and t; ,, X0 integrate to SLo(C)-modules (while 4 even integrates
to a PSLy(C)-module).
We can form in particular the semidirect products

G, := exp((t1, ¥ 04)") x SL2(C)

and exp(d; ) x PSLy(C); we have morphisms G, — exp(d4) x PSLy(C) (this is a 2-covering
if n = 1 since {1)1 = O)

Observe that the action of S,, by automorphisms of t; ,, extends to an action on t; , X D,
where the action on 9 is trivial. This gives rise to an action of S,, by automorphisms of G,.

3.2. Bundle with flat connection on M, ;. The semidirect product ((Z™)? x C) x SLa(Z)
acts on (C" x ) —Diag,, by (n,m,u)*(z,7) := (n+mm+u(>_, §;), 7) for (n,m, u) € (Z")*xC
and (9 7)x(z,7) = (5, 205 for ($75)€ SLa(Z) (here Diag, = {(z,7) € C" x )| for
some i # j,z;; € A+}). The quotient then identifies with the moduli space M1 ,, of elliptic
curves with n marked points.

Set Gy, := exp((t1,n, @ 04)") x SLy(C). We will define a principal G,,-bundle with flat
connection (Pp, Vp, ) over My .

For u € C*, u? := (gugl)e SL2(C) C Gy, and for v € C, "% := (} V)€ SLy(C) C G.
Since [X, Z;] = 0, we consistently set exp(aX + >, b;%;) := exp(aX)exp(D_, biZ;).

Proposition 3.4. There exists a unique principal G, -bundle P, over My, such that a
section of U C My 4, is a function f : 7= Y(U) — G, (where 7 : (C" x §) —Diag,, — M, is
the canonical projection), such that f(z+;|7) = f(z+u(}, 0:)|7) = f(z|7), f(z+710:|T) =
e 2T f(alr), f(alr +1) = f(alr) and f(2] - 7) = " exp(*F (2, z:%: + X)) f(2|7).

Proof. Let ¢z : C" x § — G, be a family of holomorphic functions (where § € ((Z™)? x
C) » SLo(Z)) satistying the cocycle condition cgy(2|7) = c5(g’ * (2|7))cg (z|7). Then there
exists a unique principal G,,-bundle over M, ,, such that a section of U C M, is a function
f:7m Y U) — G, such that f(g* (z|7)) = c5(z|7) f(2|T).

We will now prove that there is a unique cocycle such that c(,,0,0) = ¢(0,5;,0) = 1, ¢(0,0,5,) =
e 2% cg =1 and ep(z|r) = rlexp(ZL (Y, 2z + X)), where S = (1), T = (9 1).

Such a cocycle is the same as a family of functions ¢, : C" x ) — G, (where g € SL2(Z)),
satisfying the cocycle conditions cqq (z|T) = c4(g’ * (z|7))cy (z|T) for g,g' € SLa(Z), and
cg(z+6;|7) = ¥ 1V%icy(2|1), cg(z+78;|T) = e 2" 19%ic (z|7)e?™ 1% and cy(z+u(Y, 6;)|7) =
cq(z|T) for g = (: ) € SLy(Z).

Lemma 3.5. There exists a unique family of functions cq : C* x  — G, such that
Ceq' (2|T) = cq(g’ * (2|T))cq (z|T) for g,9" € SLa(Z), with

es(zlr) =1, er(afr) = re®mt/mmy 0,
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Proof. SLy(Z) is the group generated by S, T and relations 7% = 1, (ST)? = T2,
ST? = T2S. Let (S, T) be the free group with generators S, T then there is a unique family
of maps c5: C" xH — Gy, § € <S T> satisfying the cocycle conditions (w.r.t. the action of
<S,T> on C" x § through its quotient SLy(Z)) and cg = cg, ¢ = cr. It remains to show
that Cpa = 1, C(gi«)g. = Cjo and Caiz = Cng-

For this, we show that ¢ (z|7) = (—1)%. We have cz.(z|7) = cr(z/7| — 1/7)er(z|7T) =
(—1)~¢ exp(—2mi7(32;(2;/7)T; + X))rd exp(z%i(zj z;Zj + X)) = (—=1)? since 7¢ X779 =
X, iz 74 = 175,

Since ((—1)%)? = 1¢ = 1, we get ¢ju = 1. Since c¢g and cf. are both constant and
commute, we also get cgz2 = Cj2 5.

We finally have cgz(z|7) = cr(z|7) while ST = (13), (ST)? = (927) so

Z 1 zZ T

e (2= 1>cT<z|r> - (%)dexp<_zmzzm +omi(l — 7))
T—1

o
( - )dexp(TiIIsza’:j+27riTz ) exp ZszJ+X

c(atys (2lT) = er(-

2

= (—1)¢ szxj —|—X))exp((L szxj + X)) exp szgcj + X)) = (-1)%,

SO C(Sva)g - CTQ. |:|
End of proof of Proposition 3.4. We now check that the maps ¢, satisfy the remaining
conditions, i.e., c(z + u(}"; 6)|7) = c4(2|7), co(z + 0;|7) = 2™ %icy(2|T), cg(z + T8;|T) =
e2m10%ic (7]7)e2™ 1% The cocycle identity c,q (z|7) = c4(g' * (z|7))cy (z|7) implies that it
suffices to prove these identities for g = S and g = T'. They are trivially satisfied if g = S.
When g = T, the first identity follows from ). Z; = 0, the third identity follows from the
fact that (X,z1,...,Z,) is a commutative family, the second identity follows from the same
fact together with 7%2;7~¢ = 7. O
Set o o p
z+z|T 1
= - — — = kz(z, ,
o) = G T (G 4 al) = Gal) + o5 = ke(a)
(we set f'(z]7) := (9/02) [ (z|7)).
We have g(z,z|r) € Hol((C x $) — Diag,)[[z]], therefore g(z,adZ;|7) is a linear map
t1,, — (Hol((C x $) — Diag;) ® t1.,)", so g(z,ad z;|7)(t;;) € (Hol((C x $) — Diag;) @ t; »)".

Therefore
glzlr) =Y g(zij, ad 3| 7) (E:;)
1<j
is a meromorphic function C" x $) — il,n with only poles at Diag,.
We set

_ 1 1
A = v nE n 5 n o
(lr) = =55 B0 27r17§:1a2 2n+2 (7)o + 3 g(alT),

where ag, = —(2n+1)Ba,12(2i7)?" "2 /(2n+2)! and B,, are the Bernoulli numbers given by
z/(e”—1) =3, <o(Br/rh)a”. This is a meromorphic function C" x § — (t;,, ¥ 94)" X ny C
Lie(G1.,) (where n, = CAq C sly) with only poles at Diag,,.

For ¢(z) =Y, o, bana®™, we set 8y 1= > o banbon, Ay := Do+ >, <, bandon. If we set

plalr) = =272 = (0'/0) (z|r) + (272 + (0'/0)' (x]7))ju=0 = 9(0,0[7) — (0, z|7),
then p(z|7) = 37,5, a2nEony2 (7)z®", so that

_ 1 1
A(Z|T) = —%A@(*|7) + %g(ZlT)
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Theorem 3.6. There is a unique flat connection Vp, on P,, whose pull-back to (C™ x $) —
Diag,, is the connection

—Alz|r)d T — Z Ki(z|7)d z

on the trivial G,,-bundle.

Proof. We should check that the connection d —A(z|r)d7— ", K;(z|7)d 2; is equivariant
and flat, which is expressed as follows (taking into account that we already checked the
equivariance and flatness of d — >, K;(z|7) d 2; for any 7):

(equivariance) for g = (: ?)e SL2(Z)

1 z ar+p
K; |
YT + 0 YT+ yT+0

) = Ad(cy(2]7))(Ki(2|7)) + [(0/0zi)cq (2l )]eq (2l7) 7, (6)

Az +6|7) = Az +u Z& 1) = Alz|r), Az + 70;|7) = e~ 271242 (A(z|7) —f{i(z|7')()77)

1 A( z ar+p
(T +0)2 ‘AT 40 yT+46

) = Ad(cy(2]7))(A(z|7)) 3

s Ad(cy(2]7))(Ki(z|7))

+ [

Y c )t
T — Z (2]7)]ey (2l7) 7", (8)

(flatness) [0/0T — A(z|T),0/0z; — K;(z|T)] = 0.

Let us now check the equivariance identity (6) for K;(z|7). The cocycle identity gy (z|7) =
cg(g' * (2|7))cy (2|7) implies that it suffices to check it when g = S and g = T. When g = S,
this is the identity K;(z|7 +1) = K;(z|7), which follows from the identity 0(z|7+1) = 0(z|7)
When g =T, we have to check the identity

LR~ L) = A1 e 0) R alr)) + 2mi )

T
We have
omiz; — Ad(e? 1 %8 X)) (g /7)
= — Ad(e* 1> Z”“))(?‘/T) (as Ad(ezﬂTX)(z?i/T) =Ui/T+2miLs)
Ui eQﬂ'lad(Zk ZkTk) _ eQﬂ'iad(z:,c ZkTk) _ 1

Y Z Yi Zji -
T ad(d>",, zxTr) Zﬂjj’ 7' T ad(>", zxTr) (Z T i)

Jli#i
_ gz Z eZTriad(Ek ZETE) _ ].(ZJZ {) B gi Z e?ﬂ'iad(zijii) _ ]-(ij{)
o7 oyt ad(d . zxTk) r T et ad(zi; ;) s Y
27rlad (zijZi) _ 1 t
R D ek
Jli#i
therefore
1 eQﬂ'izijadfi _1 _ 4 2xi ¥
SO T ) — ) = — AT ) ) omiz.(10)
T - ZT;

We have 0(z/7| — 1/7) = (1/7)e™1/7)=*9(2|r), therefore

1 P 1 . e27rizz 1
—k z, - 27rlzzk , . 11
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Substituting (z,z) = (zi;,adZ;) (j # i), applying to ¢;;, summing over j and adding up
identity (10) we get

(Y K ] - () - )
JIJ;«éz
= Y AT (s rad 3|7 (B;) — Ad(T%
Jli#i
Since 2™ 1% 84 Tif (2,0 T ad T;|7) (£i5) = Ad(r9em /M0 2®+X)) (k2,5 ad 7;) (7)), this im-
plies (9). This ends the proof of (6).

Let us now check the shift identities (7) in A(z|r). The first part is immediate; let
us check the last identity. We have k(z + 7,2|7) = e 2™ %g(z,x|7) + (e7271% — 1)/,
therefore g(z + 7, z|T) = e~ g(z,z|7) — 2mie 2" % k(2 2|T) + %(% —2mie 27iT),
Substituting (z,z) = (zi;,ad@;) (j # %), applying to ¢;;, summing up and adding up
Z&l\k,l;ﬁj 9(zrr, ad T |7) (tg), we get

21”

(z zr—i—X))( )+27T1(E1

2rix

9(z + 76;|7)
_ 672ﬂ'iad:ii(g(z|7_)) _27r16727r1adw,( (Z|T) +y ) + Z 1 (1 —e*2ﬂ'iad£ii _27T16727Tiad:ii)(t’”)
! 4~ adz; ad z; *
Jli#i
o ind s ) a 1_6727riad:ii 9 4
= o g (g]) — 22 (R (el ) — (o 2mie I )
adxi
oriadz 9 d l_e—Qﬂiadfi
_ ,—2miad®; _9 —2miadZ; Gi):
T g (a]r) — 2 2 (K alr) - T ()

—27iadT;

on the other hand, we have e =27 12d%: (Ay) = Ag+ 1_eadw (7i) (as [Ao, T;] = ¥;), therefore
9(z + 6i|7) — Ag = e 2™ 124 (g(z|7) — Ag — 211 K;(z|7)). Since the 82, commute with z;,
we get A(z + 76;|7) = e~ 27124 % (A(z|7) — K;(z|T)), as wanted.

Let us now check the equivariance identities (8) for A(z|7). As above, the cocycle identities
imply that it suffices to check (8) for g = S,T. When g = 5, this identity follows from
> Ki(z|t) = 0. When g =T, it is written
_ oz 1 d
A(=| = =) = Ad(er(z|7)) ( (z|7) + ZZZ i ) —|———27T1X (12)

T T

p
The modularity identity (11) for k(z, z|7) implies that

1 2 1 ori 2miz o
—9(= 2| = =) = T g, malr) + =T k(2 alr) + ——5 7

1_627rizw 271_12627Tizw

2 x

This implies

1. o )

= Z Zz] cad Z;| — ;)(tij) — ZGQTFIZU adwig(zij,TadfﬂT)(tij)
i<j 1<j

1— eQTrizij ad T; 27Ti21'j eQﬂiZij ad T; B

2771 miz;;ad T;
+Z p2mizi k(zij, 7 ad Z;|T)(ti;) +Z 2 (ad )’ 2 ad 7, )(tiz)-

i<j 1<j

We compute as above

Dotz rad 2|r) (Ey) = Ad(re ™ 32T (g(z)7)),
i<j

2mi o ad B 2mi Lz ad B _ -
g Tzije%nzu adasik(z”,Tadxlh’)( lJ) Z Tzi(uz#ve%rlz” adw'k(zijaTadxih')(tij))
1< ? JIF



UNIVERSAL KZB EQUATIONS 17

(using k(z, z|T) + k(—2, —z|T) = 0) and

D i ATy, rad 74|7) (Fy) = Ad(re P s m ) (K (27) + i)
i<j
Therefore

1 =z

9(%] = =) = Ad(er(ar)) (gtal) +—Zz1 (27) +_Z%)

T T T

2wiz;; ad T C 2mizi;ad Ty
1—e¢ ij i j ij i

271'125 e _
ti'v
+Z 72(ad Z;) + T2 ad z; )(E:5)

1<J
which implies
1 - 1
ﬁA(g — =) = Ad(er (z7)( ZK (z/7))
1 _627r12” adT; 27Ti2’ij e27rizij ad z; N
) S+ e DA TS
<] K2 (2
1
+ %(Ad(CT(Zh))(Aw(*H)) — 5 8(l-1/m)-
To prove (12), it then suffices to prove
1— e2ﬂ'iZ¢j adT; 217 Zij e27rizij ad z; N
d(er (zlm)( Zzzyz Z( 72(ad ;)2 + T2 ad z; )(tij)
1<j
1 A A 1 A d .
+ %( d(CT(Z|7‘))( @(*\T)) =) @(*l*l/T)) = - 21 X. (13)
We compute
27rizij adz; _ 1 _
CT Z|T Zzlyl = 2 Zzlgl —_— ZZZZEZ + Z Z”T(tij).
A i<j ¢

We also have Ad(CT(Z|T))(E2n+2(T)(Sgn) = #EQ,H_Q(—%)(SQn since [52n;§31’] = [5271,X] =0
and [d, 62,] = 2ndap, and since Eo,yo(—1/7) = 72" 2 Ey,12(7). This implies

Ad(er(z[7)) (0p(xr)) = Op(s|—1/7)-

We now compute Ad(cr(z|7))(Ag)—(1/72 )Ao We have Ad(cr(z|7))(Ag) = Ad(e?7 12 #i%i)o
Ad(%eCm1/TXY(Ag), and Ad(t4%C1/DX)(Ag) = (1/72)A¢ + (271 /7)d — (271)?X. Now
Ad(e?m 127 (X) = X, Ad(e?™ 12 %%)(d) = d — 211, 2i%;. We now compute

. B 2miy, ziad Z; -1
Ad(e2™ 1 Zi 5 (Ag) = Ag + = 211y 2%, A
de )(Bo) 0ot 2riad(d ), z:iT;) (l Fl;zx’ ol)

27rlz ziad ZT; -1 e?ﬂ'izﬂj#izj-iad:fj_l
PT) SRR UL R D Dh i) SR B
i ZiTi) i dlii 23
21D iy 2 ad T
e Jli#i =3 I —1
— — — 27 1)([ 2jiTj, Ziﬂi]))
jlgi Zi%3) - ad(3 g 25iT5) J%l

1 eQﬂ'iZjiadiij -1

= o= Yz =3 (Gt ey )

i#]

:AO—

= AO—Z (27Ti2¢§i+ (S

%
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the last sum decomposes as

Z 1 (eQﬂiZjiadiij_l 5 )( +Z eQﬂ'in-iadfj_l 5 )( { )
1 Zz i — — 1)(Zi0i5
ad(z;)”  ad(z7)) " ) = ad( ) ad(z;:7;) " !
1 eQﬂ'in-i adz; _ 1 B eQﬂiZij adz; __ B
= — ( - —2mi)(2zitij) + ——=( — —2mi)(ziti;)
oy ad(z;) ad(zZ;) 77 ad(z;) ad(2i;T;) 7
1 27rizijadi¢_1 B
= — — —27Ti)(2'iti‘),
; ad( 1 ad(z”ajl) T
SO
Ad(egﬂiz'izifi)(A )—A _27“22‘,‘_2 1 (eQWiZijadii_l _2771)(2-»[.4)
0) — &0 . iYi o ad(i:l) ad(zzjjl) gibtig /s
and finally

1
Ad(er(z|7))(Apx)ry) — —3 B (xI-1/7)
e27riz,ij adz; __ 1

27r1 1 1 . 27r1
Z “li — 2 ; ad(fci)( ad(zi; ;) 2 (Eity) C 27”2 %)

which implies (13). This proves (12) and therefore (8).

We then prove that flatness identity [0/01 — A(z|7),0/02; — K;(z|7)] = 0. For this, we
will prove that (0/07)K;(z|T) = (0/07)A(z|7), and that [A(z|7), K;(z|7)] = 0.

Let us first prove

(0/0m)Ki(2lr) = (0/02)A(z|7). (14)

We have (8/87')1?(z|7) = Zm#(ﬁ k)(z”,ad;vlh)( t;;) and (0/0z;)A(z|r) = (2mi)~! Zjljaéi
(0:9)(zij,ad Z;) (ts5) (Where 0. = 9/0r, 0, = 0/0z) so it suffices to prove the identity
(0-k)(z,z|T) = (27i)~Y(D.9)(z, a:|7') ie., (0:-k)(z,x|T) = (2mi)~1(0.0:k)(z,z|7). In this
identity, k(z, z|7) may be replaced by k(z, (ElT) = k(z,z|m)+1/z = 0(z+2|7)/(0(2|7)0(z|7)).
Dividing by k(z, z|r), the wanted identity is rewritten as

. ,0-0 0.0 0.0 LAY o’ 0 o
2mi (T(z+x|r)—7(2|7')—7(a:|r)) = (5) (z+x|r)+(§(2+x|7')—§(z|r))(g(z+x|7)—
(recall that f/(z|7) = 0. f(z|7)), or taking into account the heat equation 47i(9,6/0)(z|7) =
(0"/0)(z|T) — 127i(0-n/n)(7), as follows

o’ o’ o o’

2(5 (A (alr) = S (@ln) % (2 + alr) = = (A7) 5 (2 + i) (15)
/! /1 /1

0 0 orn B
+ 7(z|7) + 7(x|7) + 7(2+x|7) — 127r17( 7)=0

Let us prove (15). Denote its L.h.s. by F(z,z|r). Since 0(z|r) is odd w.r.t. z, F(z,z|7) is
invariant under the permutation of z, z, —z —z. The identities (0'/0)(z+7|1) = (0'/0)(2|T) —
2riand (0”/0)(z+7|7) = (0" /0)(2|7)—47i(0'/0)(2|7)+ (27 1)? imply that F(z, z|7) is elliptic
in z,x (w.r.t. the lattice A;). The possible poles of F(z,x|r) as a function of z are simple
at z=0and z = —x (mod A;), but one checks that F(z,z|r) is regular at these points, so
it is constant in z. By the G3-symmetry, it is also constant in z, hence it is a function of 7
only: F(z,z|t) = F(1).

To compute this function, we compute F(z,0|7) = [-2(0'/0) — 2(0'/0)* + 20" /6](z|) +
0"/0)(0|7) — 127i(9,n/0)(7), hence F(1) = (68"/0)(0|r) — 127i(drn/n)(7). The above heat
equation then implies that F'(7) = 47i(9,60/0)(0|7). Now ¢'(0|7) = 1 implies that 6(z|7) has
the expansion 0(z|7) = 2+ ), <, an(7)2" as z — 0, which implies (9,0/6)(0|7) = 0. So
F(7) = 0, which implies (15) and therefore (14).

(271i) X

/

0
(i)
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We now prove

[A(z|7), Ki(z|7)] = 0. (16)

Since 7 is constant in what follows, we will write k(z, ), g(z,z), ¢ instead of k(z,z|7),
9(2,z|7), p(¥|7). For i # j, let us set g;; 1= 9(zij,ad Z;)(t;;). Since g(z,z|T) = g(—z, —x|T),
we have 9ij = Gji- Recall that Kij = k(Zij, ad fl)(t”)

We have
2 i[A(zl7), Ki(z|r)] = [=8p + Y 9ijs =i + ) Kij] (17)
,4]1<j JliFi
=[Ay, 5] + Z (— [Ap, Kij] + [Gis 9i5] + 935 Kz‘j])
Jli#i

+ Z (176> gix] + [gin + gj Kij] + (935 + gin> Kir]).-
J,k|j#i k#i,j<k

One computes

[A¢,gi] - Z[fa(adi‘i)(fij)vga( ad$1) zg where Z.foz a %%]—8)

If f(z) € C[[z]], then
[Ao, flad @) (Eij)] — (i, [ (ad @) (8ij)] = D _[ha(ad 2:) (i), ka(ad 2:) (Ei5)]

by fede) - g actgé)%— ﬁ;;ﬁ;ﬂ@d 84T 5 ),

klkAi.5

where
S b (v) = 3 (g (P-4 ) = ) = 0 () = 5 (Flutv) — F() = uf' (@) ).

Since ¢(z, ) = ky(2,x), we get

— [Ao, Kij] + [, 9i5] = = Y _[fF (ad ;) (£:5), g1 (ad 7;) (5] (19)
Z”,adl‘i — k‘(Zij, — ads?:j) — (adfcz + ads?:j)kz(zij, — ads?:j) o
+ k; (ad Z; + ad 7;)2 (Fiss 1),
i,

where
ng(u)géj(v)zé(vi?(k(zij,u—i—v)—k(zij, u)—vkg (2, ))—%(k(zij,u—kv)—k(zm, )—uky (2, )))

For f(z) € CJ[[z]], we have

60, f(ad Z:)(Fij)] = > _[la(ad Z:) (Eij), ma (ad 2) (Fij) Whefezl = f(utv)p(v),
therefore
= [3arKig) = = 300 a2 ) i k) )] whese S (umi (0) = bz + o) o

For j,k # 7 and j < k, we have

[, 9] +gin+ ik, Kijl+9i5+ 95k, Kik] = [Gis 96— 9kis Kiil =[50 Kril+195k, Kij]+gi8, Kik],
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and since for any f(z) € C[[z]], [, f(ad Z;) ()] = — L2 CadZe) (7 701), we get

ad f]‘—‘rad Tk

[, 9] + L9k + 9ik, Kij) + [9i + 955, Kik) (21)

— (_ 9(zjk,ad T;) — g(2zjx, — ad Ty)
ad:fj + ad T,

— g(zgi, ad ik)k(zji, ad ij) + g(zﬂ, ad ij)k(z;ﬂv, ad Z)

— g(zng, ad k(215,00 2,) + (25k, ad 35 k2, 2d ) ) ([Eigs ).
Summing up (18), (19), (20) and (21), (17) gives
2mi[A(z|7), Ki(z|7)]
=Y > [FP(adz)(ty), G (ad z) (Bl + Y H(zij, zik, — ad Z5, — ad 2x) ([t tx)),

jli#i o 3. k|ii, ki
where >, F9(u)G¥ (v) = L(zi5,u,v),
L) = 3 2P 4 Lok ) ) — (o) + 3 (o2 (2, v) — Kz w2, 0)
_ %(U—Z(k(@u +v) — k(z,u) — vk (2, u)) — %(k(z, u+v) — k(z,v) — uky(z, v)))
and
H(z, 2 u,v) = Ui?(k(z, u+v) — k(z,u) — vky(z,u)) — %(k(z', u+v) — k(2 v) — uk,(2',v))
+ e (g(z' —z,—u) —g(z — z, v)) —g(=2', —v)k(—z,—u) + g(—z, —u)k(—2', —v)

—g(z =2, —v)k(z,u+v) + g(z' — z,—u)k(z',u +v).

Explicit computation shows that H(z,2’,u,v) = 0, which implies that L(z,u,v) = 0 since
L(z,u,v) = —3H(z,2,u,v). This proves (16). O

Remark 3.7. Define A(z|7) by the same formula as A(z|7), replacing Z;, §; by z;,vy;. Then
d—A(z|t)d7 =, Ki(2z|7)d 2; is flat. This can be interpreted as follows.

Let Ny C SLy(C) be the connected subgroup with Lie algebra CAg. Set N, := exp((t; ,
0" % Ny, Ny, = exp((t, @ 04)") x Ny and G,, == exp((t1, % 04)") % SLy(C). Then
we have a diagram of groups

N, — N,
1 !
G, — G,

The trivial N,,-bundle on ($xC")—Diag,, with flat connection d —A(z|r)d 7=, K;(z|7) d z;
admits a reduction to N,,, where the bundle is again trivial and the connection is d —A(z|7) d 7—
> Ki(z]T) d 2.

((Z*)? x C) x SLa(Z) contains the subgroups (Z")?, (Z")? x C, (Z")? x SLa(Z). We
denote the corresponding quotients of (C" x §) — Diag, by C(n), C(n), My ,. These fit in
the diagram

C(n) — C(n)
p !
Ml,n - Ml,n
The pair (P,,Vp,) can be pulled back to G,-bundles over these covers of M ,. These
pull-backs admit G-structures, where G is the corresponding group in the above diagram of
groups.

We have natural projections C(n) — §, C(n) — $. The fibers of T € §) are respectively

C(E;,n) and C(E,,n). The pair (P,,V,) can be pulled back to C(E,,n) and C(E,,n);
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these pull-backs admit G-structures, where G' = exp(t1 ) and exp(ty,,), which coincide with
(P’IL,T) vn,r) and (P’IL,T7 vn,‘r)-

3.3. Bundle with flat connection over M ,,;. The semidirect product ((Z")* x C) x
(SL2(C) x S,,) acts on (C" x ) — Diag,, as follows: the action of ((Z")? x C) x SLy(C) is as
above and the action of S, is o * (21, ..., 2n, T) 1= (25-1(1), -+ Zo-1(n), 7). The quotient then
identifies with M [,).

We will define a principal Gy, % S,,-bundle with a flat connection (P, Vp,,) over My p,).

Proposition 3.8. There exists a unique principal G, x Sp-bundle P, over My ), such
that a section of U C My [ is a function f : 7 Y U) — G, xS, satisfying the conditions of
Proposition 3.4 as well as f(oz|T) = o f(z|7) foro € S, (here 7 : (C" x §) —Diag,, — My [y
is the canonical projection).

Proof. One checks that ocz(z|7)0™ = ¢y50-1(0712), where g € ((Z™)? x C) x SLa(Z),
o € Sy. It follows that there is a unique cocycle c(5,,) : C" x  — Gp x S, such that
c(g,1) = ¢ and c(1,0)(2|T) = 0. 0

Theorem 3.9. There is a unique flat connection Vp,, on P, whose pull-back to (C™ x
$) — Diag,, is the connection d —A(z|t)d T — 3", Ki(z|t)d z; on the trivial G, x Sy, -bundle.

Proof. Taking into account Theorem 3.6, it remains to show that this connection is S~
equivariant. We have already mentioned that ), K;(z|7)d z; is equivariant; A(z|r) is also
checked to be equivariant.

4. THE MONODROMY MORPHISMS I'y ;) — Gy, xS,

Let I'y j,) be the mapping class group of genus 1 surfaces with n unordered marked points.
It can be viewed as the fundamental group 71 (M ], %), where * is a base point at infinity
which will be specified later. The flat connection on M ) introduced above gives rise to
morphisms v, : I'y [, — Gy % Sy, which we now study. This study in divided in two parts:
in the first, analytic part, we show that =, can be obtained from ; and =5, and show that
the restriction of v, to B, can be expressed in terms of the KZ associator only. In the
second part, we show that morphisms El,n — exp(il,n) X S, can be constructed algebraically
using an arbitrary associator. Finally, we introduce the notion of an elliptic structure over
a quasi-bialgebra.

4.1. The solution F()(z|r). The elliptic KZB system is now
(0/02;)F(z|7) = K;(z|7)F(2z|7), (8/07)F(z|7) = A(z|7)F(z|7),

where F(z|7) is a function (C™ x ) — Diag,, D U — G, x S, invariant under translation
by C(>>,0:). Let Dy = {(z,7) € C" x 9|z; = a; + b;T,a;,b; € Ryay < az < ... < ay <
ar +1,by < by < ... < b, <by +1}. Then D,, C (C™ x §) — Diag,, is simply connected
and invariant under C(}_, 0;). A solution of the elliptic KZB system on this domain is then
unique, up to right multiplication by a constant. We now determine a particular solution
F™)(z|7).

Let us study the elliptic KZB system in the region z;; < 1, 7 — iocc. Then K;(z|7) =
21 tid/ (i — 25) + O(1).

We now compute the expansion of A(z|7). The heat equation for ¥ implies the expansion
I(z|r) = n(r)*(z + 2710, logn(r)z® + O(2®)), so O(z|r) = x + 2710, logn(T)z® + O(z?),
hence

9(0,27) = (2

g/)’(mh) + % =470, logn(T) + O(x) = —(7%/3)Es (1) + O(x)
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since Ey (1) = 20, logn(r). We have g(0,z|t) = g(0,0|7) — ¢(x|7), so

9(0,z|T) = Zagkx Eopia(T),
k>0

where ag = 72/3. Then

_ 1 _
A(ZlT) = T omi (Ao + Z aok Fogyo(T) (5% + Z ‘(adfvi)g (t 1]))) +o(1)
k>0 i,§i<j
for z;; < 1 and any 7 € §. Since we have an expansion Ea(7) = 1+ Y. are™ '™ as
T — ioo, and using Proposition A.3 with u, = 21, Un—1 = Zn—1,1/%Zn1s..., U2 = 221/231,
u; = ¢ = e*™'7 there is a unique solution F(")(z|7) with the expansion

n)( |7.) ~ 25112Z§113+£23-..Zfllln+"'+tn71 n exp (_ —(AO+Za2k 52k+z ada:l ( zg))))

in the region 201 < 231 K ... € 21 K 1, 7 — 100, (2,7) € D,, (here z;; = z; — z;); here the
sign ~ means that any of the ratios of both sides has the form 143, o >7, , 7y
where the second sum is finite with a; > 0,7 € {1,...,n}, 7"1 A (o uy) has degree ki,

and is O(u;(loguy)®...(log uy)*™).

4.2. Presentation of T'y . Accordlng to [Bi2], I'y ) = {B1n x SLQ( )}/Z where SLQ( )
is a central extension 1 — Z — SLQ( ) — SL2(Z) — 17 the action « : SLQ( ) — Aut(By,,)

is such that for Z the central element 1 € Z C SL2(Z), az(z) = Z'z(Z')7!, where Z’ is
the image of a generator of the center of PB,, (the pure braid group of n points on the

plane) under the natural morphism PB,, — Bi ,; B1,, x SL2(Z) is then By ,, x SLa(Z) with
the product (p, A)(p’, A") = (paa(p’), AA’); this semidirect product is then factored by its
central subgroup (isomorphic to Z) generated by ((Z')~1, Z).

'y 5 is presented explicitly as follows. Generators are o; (i = 1,...,n — 1), A;, B; (i =
1,...,n), Cjr (1 <j<k<n),©and ¥, and relations are:

0i0i410; = 054100441 (i =1,...,n—2), o0 =050; (1 <i<j<n),
a;lefl =Xi11, o0Yio;, =Y 1 (i=1,...,n—1),
(05, X;) =(0:,Y;) =1 e{l,...,n—1},7€{l,...,n},j #i,i+1),
of = CZ-,M(Jngcgj}+2 (i=1,..,n—1),
(Ai,Aj) = (B;,Bj) =1(any i,j), A1 =DBi=1,
(Bi, ARAS") = (BrB; ', Ay) = Cjr (1< j <k <n),
(Ai, Cji) = (B;,Cjr) =1 (1 <i < j<k<n),
04,07' =B 0B6'=DBAB",
VAU = A, UBU'=BA;, (0,0)=(V,0;) =1,
(1,0%) =1, (00)®=0*=C13...0, 1.0
Here X; = A; AHll, Y, = BiBijrll for i = 1,...,n (with the convention A, 41 = Bpt1 =
Cin+1 =1). The relations imply
Cjk = 0j,j+1..k---0j4n—k,j4n—k+1..n0j,j+1..n—k+j+1---Ok—1,k...n>»
where 0 41..; = 0j—1...0;. Observe that Cg,...,Cp—1,, commute with each other.
The group sf;(i) is presented by generators ©,¥ and Z, and relations: Z is central,
01 = (OV)? = Z and (7, @2) = 1. The morphism SL3(Z) — SLa(Z) is © — (% §), ¥
(31), and the morphism I'y ,; — SLa(Z) is given by the same formulas and A;, B;, 03 — 1.
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The elliptic braid group By ,, is the kernel of I'y ;) — SL2(Z); it has the same presentation
as I'y [,), except for the omission of the generators ©, ¥ and the relations involving them.
The “pure” mapping class group I'1 ,, is the kernel of I'y ;) — Sy, Ai, Bi, Cji, — 1, 04 = 03;
it has the same presentation as I'y ], except for the omission of the ¢;. Finally, recall that
PB,, is the kernel of ['1,jn) — SL2(Z) x Sp.

Remark 4.1. The extended mapping class group fl,n of classes of non necessarily orientation-
preserving self-homeomorphisms of a surface of type (1,n) fits in a split exact sequence
1 — Ty, — 1, — Z/2Z — 1; it may be viewed as {PB1, x GLy(Z)}/Z; it has the same
presentation as I'y , with the additional generator ¥ subject to

¥2=1, ex'=0"! »unlt=v"!' wAR'=A47' uBY=A4,BA".

4.3. The monodromy morphisms v, : I'y ) = G, % S,. Let F(z|7) be a solution of the
elliptic KZB system defined on D,,.

Recall that D,, := {(Z,T) S (CanJ|21 =a;+b;T,a:,b; ER a1 < ag < ... <ap <aj+1,bp <
by < ... < b, < by +1}. The domains H, := {(z,7) € C" x 9|z; = a; + b;7,a;,b; € Rya1 <
ag < .. < ap, < a1+ 1} and D, := {(z,7) € C" x 9|z; = a; + biT,a;,b; € R)by < by <
.. < by, < by + 1} are also simply connected and invariant, and we denote by F(z|r) and
FV (z|7) the prolongations of F(z|7) to these domains.

Then (z,7) — F"(z + > 7_, di|7) and (z,7) 2 i@t ) BV (g +7(3°5=; 0)|7) are
solutions of the elliptic KZB system on H, and D, respectively. We define A", B € G,
by

Z+Z5 |7) = |T) e2ﬂi(£’i+“'+‘f")FV(z—|—T(Z 5;)|T) = FV(Z|7')BF
=i

The action of T~ = ( % §) is (z,7) — (—z/7,—1/7); this transformation takes H, to
Vp. Then (z,7) — cp-1(z|7)” 1FV( z/7| — 1/7) is a solution of the elliptic KZB system
on H, (recall that cp1(z|r)~! = 2™ (=X 2@t X)(_p)d — (_7)deri/T)(; 224 X)) We
define ©F by

cr—1(z|7) YFY (=z/7| — 1/7) = FH(2|7)0F.

The action of S = (§1) is (z,7) — (z,7 + 1). This transformation takes H, to itself.
Since cg(z|7) = 1, the function (z,7) — FH(z,7+1) is a solution of the elliptic KZB system
on H,. We define ¥ by

H(zg|r + 1) = FH (z|7)T".
Finally, define of by
oiF (ot

i lzlr) = F(z|r)a],
where on the Lh.s. F is extended to the universal cover of (C™ x ) — Diag,, (o; exchanges

z; and z;41, z;+1 passing to the right of z;).

Lemma 4.2. There is a unique morphism T'y ) — Gi1n X Sy, taking X to XF, where
X = AZ‘,BZ‘,@ or .

Proof. This follows from the geometric description of generators of I'y [,,): if (zo, 70) € Da,
then A; is the class of the projection of the path [0,1] > ¢ + (zo +t>_7_; 9;,70), B; is the
class of the projection of [0,1] 3 t + (zg + t7 Z;L:i 8;,70), © is the class of the projection of
any path connecting (zg, ) to (—zo/70, —1/70) contained in H,, and ¥ is the class of the
projection of any path connecting (zo,79) to (zo, 70 + 1) contained in H,,. O

We will denote by 7y, : I'y[n) — G %S, the morphism induced by the solution F ”)( |7).
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4.4. Expression of v, : Ly — G, % S, using v; and ~s.
Lemma 4.3. There exists a unique Lie algebra morphism 0 — t1., X 0, x — [z], such that
[02n] = 020 + 22, (ad )" (£ij), [X] = X, [Ao] = Ao, [d] = d.

It induces a group morphism G1 — G, also denoted g — [g].

Lemma 4.4. For each map ¢ : {1,....,m} — {1,...,n}, there exists a Lie algebra morphism
b — b @ o 22, defined by (20)° = Syeprn o (5 = Sy i (1y)? =
Lies i) eom () i ) )

It induces a group morphism exp(ti ) — exp(ti,m), also denoted g — g°.

The proofs are immediate. We now recall the definition and properties of the KZ associator
([Dr3]).

If k is a field with char(k) = 0, we let t& be the k-Lie algebra generated by t;;, where
i #j €{1,...,n}, with relations

tii =tij, [tij +tie.tix) =0,  [tij,tia] =0
for 4,4, k,1 distinct (in this section, we set t, := ). For each partially defined map
{1,...,m} D Dy 9, {1,...,n}, we have a Lie algebra morphism t, — t,, = +— z?, de-
fined by3 (tij)¢’ = Zi,€¢,1(i)7j,e¢,1(j) tyj. We also have morphisms t, — ti,, t;; = %,
compatible with the maps = — 2® on both sides.

The KZ associator ® = ®(t12,t23) € exp(ts) is defined by Gp(z) = G1(2)®, where G; :
10, 1[— exp(t3) are the solutions of G'(2)G(2)™! = t12/z + taz/(z — 1) with Go(2) ~ 2% as
z — 0 and G1(z) ~ (1 —2)" as z — 1. The KZ associator satisfies the duality, hexagon and
pentagon equation (37), (38) below (where A\ = 271i).

Lemma 4.5. v2(Az) and v2(Bs) belong to exp(im) C Gs.

Proof. If F(z|7) : Hy — Gg is a solution of the KZB equation for n = 2, then A} =
FH(z + 03|7)FH (z|7)~1 is expressed as the iterated integral, from zo € D, to zg + d2, of
Ks(z|T) € il)g, hence AL € exp(il,g). Since 72(A2) is a conjugate of AL, it belongs to
exp(ilyg) as exp(ilyg) C Gg % S5 is normal. One proves similarly that v5(Bs) € exp(il,g).

O

Set
(I)i — (I)l...i—l,z,i—i-l...n.“(I)l...n—2,n—l,n c eXp(En).

We denote by x +— {z} the morphism exp(t,) — exp(il,n) induced by t;; — ;.
Proposition 4.6. If n > 2, then
10(0) = Pr(O)]e FTics .5, (8) = [y (W)l F B,

and if n > 3, then
Tn(Ai) = { @i} Ty (A) B}, 4 (By) = { @) Ta(Be) @), (i =1,.,n),

n(07) = {@im L Sl gt (L= Liit Y (=1, — 1),

Proof. In the region z91 < 231 € ... € 21 < 1, (,7) € D, we have
FO)(g]r) o shie. it ottnin exp(—% ( / ’ Ey +C)(> _ti)F (7)),
! i<j

where F(7) = F((z|r) for any 2. Here C is the constant such that [ Es + C = 7+ o(1)
as T — ioo.

3We will also use the notation z/t:In for ¢, where I; = ¢~ 1(i).
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We have F(r + 1) = F(1)71(¥), F(=1/7) = F(7)71(©). Since 3, . #;; commutes with
the image of @ [a], we get F")(z]r +1) = F) (z]7) exp(~ 24 (5., b)) 1 ()], 50

() = exp(i g > fij)ln (¥)

In the same region,

z, 1 P ; ; ;
CTfl(Z|T)_1F(n)V(—;| - ;) 2(—7’)‘1627 (% iFX) (291 /7). (= 2y J7)in T FEnm1n
—-1/7
ao
exp(— 5 ( / By + ) Zt (~1/7)-

Now Ey(—1/7) = 72Fy(7) + (61 /)T, so ffl/T Ey — [ By = (6i/m)[log(—1/7) — logi
(where log(re®) = logr +16 for 0 €] — 7, «[).
It follows that

pmv_Z_ 1y eni(S mim) e et
er-1(z|T) T FUY( T| T)_e 2o 2] /E2+C Zt”
i<j
—6i I Ti/T
(exp 2 =X (o) (3 ) [(~7) e/ IX (-1 /)
i<j

~ p(nH (z|7)[1(O)] exp(i77r Zﬂ'j)

(the second =~ follows from »_, z;Z; = >, ; 2i1%; and z;; — 0), so
LT -
1 (0) = [11(8)] exp(i 5 > )
i<j
Let G;(z|7T) be the solution of the elliptic KZB system, such that
Gi(z|T)

_ _tia tiot...4t1i—1 _tint-Atn—1,n tho1,n
= 2512211 Zpni eyt €Xp( — o Ao + azn (620 + Y (adZ;)*" (&)
n>0 i<j

when z91 € ... € 211 € 1, 2Zppe1 € oo K 25 € 1, 7 — ioco and (z,7) € D,,. Then
Gi(z + X7, 6i|7) = Gi(|r)y2(A2)" =1 because in the domain considered K;(z|r) is
close to Ka(z1,2,|7)t i~ 14" (where Ko(...) corresponds to the 2-point system); on the
other hand, F(z|r) = G;(z|7){®;}, which implies the formula for v, (4;). The formula for
Yn(B;) is proved in the same way. Finally, the behavior of F(")(z|7) for z01 < ... < 2,1 < 1

is similar to that of a solution of the KZ equations, which implies the formula for 7, (o;).
O

Remark 4.7. One checks that the composition SLo(Z) ~T'1 1 — G1 — SL2(C) is a conju-

gation of the canonical inclusion. It follows that the composition SLy(Z) C 'y, — G; —
SLo(C) is a conjugation of the canonical projection for any n > 1. O

Let us set A := v9(Ag), B := y2(Ba). The image of Ay Az = o7 Ay oyt by 3 yields
A12,3 _ eiﬂ£12{@}3,1,2142,13{@}2,1,3eiﬂ£12 . {@}3,2,1]11,23{@}1,2,3 (22)
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and the image of BBy - o185 Loy yields

B12,3 _ e—iﬂ-fm{@}3,1,232,13{@}2,1,36—iﬂ-fm . {@}3,2,131,23{(1)}1,2,3' (23)
Since (73(A2),73(As)) = (73(Bz2),73(Bs)) = 1, we get
({@}321141 23{@} A12 3) ({@}321B1 23{@} BlZ 3) =1 (24)

(this equation can also be directly derived from (22) and (23) by noting that the Lh.s. is
invar~ian~t z — x2b3 and commutes with eii”tm). We have for n = 2, C1z = (B2, As),
0 (A,B) = 712(Ci2) 7. Also 11(0)* = 1, 50 12(C12) = 72(0)* = (™[ (O)])* =

27Tlt12 [71(@)4] — eQﬂ'it12’ S0
(A,B) = ¢ 2mitz, (25)

Forn = 3, we have y3(0)* = 2™ i(hi2thattas) — 44(01,Ch3); since v3(Ci2) = (v3(Ba), 3(42)) =
{2} 1B, A)13{0} = (@} term i) (D} we get y3(Chs) = {®} 1™ 22 {®}. The im-
age by s of (Bs, A3A2_1) = (B;;BQ_l, As) = Cag then gives

(312,3’AlQ,B{@}—l(Al,QS)—l{@}) _ (Bl2,3{q>}—1(331,23)—1{q>}7AlQ,B) _ {@}_1627”{23{(1)}

(26)
(applying »—lmw’m, this identity implies (25)).
Let us set © :=v1(0), ¥ :=~(0). Since 71, y2 are group morphisms, we have
o' = (09)* = (6% ¥) = 1, (27)
[O]e' 212 A([O]e' 212)t = B, Bl T2 B([Oe' 312) " = BAB ™, (28)
[Dle! 02 A([W]e! $h2) 71 = A, [W]e! $12 B([¥]el $412) "1 = BA. (29)

(27) (resp., (28), (29)) are identities in Gy (resp., Gz); in (28), (29),  — [z] is induced by
the map 9 — 0 X t; o defined above.

4.5. Expression of U and of A and B in terms of ®. In this section, we compute A
and B in terms of the KZ associator ®. We also compute 0.
Recall the definition of ¥. The elliptic KZB system for n = 1 is

2mi0-F(r) + (Ao + Y _ askEaky2(7)02k) F(r) = 0.
k>1

The solution F(r) = F®M(z|r) (for any z) is determined by F(7) =~ exp(—5=(Ag +
> k>1 @2k02k)). Then ¥ is determined by F(r + 1) = F(7)®. We have therefore:

Lemma 4.8. U = exp(—3 (Ao + Zk>1 azk2k))-

Recall the definition of A and B. The elliptic KZB system for n = 2 is
0(z+adz|r)adx

zF = - -F 3
0. (:lr) = ~ (S ) ) - FE) (30)
2110, F(z|7) + (Ao + ZanE2k+2(T)52k — g(z,adz|7)(t)) F(z|r) = 0, (31)
k>1
where z = 291, ¥ = To = —T1, y = J2 = —1, t = t12 = —[z,y].
The solution F(z|7) := 2)(21, 29|7) is determined by its behavior F'(z|7) ~ 2" exp(—5=

Zk>0a2k(52k + (adz)?*)(t))) when z — 0T, 7 — ico. We then have F#(z + 1|T) =
FH(z|1)A, eQ’T””FV(z—FTh') FV(z|7)B
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Proposition 4.9. We have?
A= 2r/1)'®(7, 1) B, t) 7 (i /2n)t = (2m) i3 B(—g—t, £)e>™ T D (—g—t,8) " (27 i) T,
where §j = —%(y).

Proof. A = FH(z|7)"'FH(z + 1|r), which we will compute in the limit 7 — ico. For

this, we will compute F(z|7) in the limit 7 — ioco. In this limit, 8(z|7) = (1/7) sin(7z)[1 +
O(e*™17)] so the system becomes

9.F(z|1) = (m cotg(mz)t — wcotg(mad x) ad z(y) + O(e*™' 7)) F(z|7) (32)
2
sin?(7 ad z) ~ (adz)

2110, F(2|7) + (Do + Y askdar + (
k>1
where the last equation is
2mi0-F(2|7) + (Ao + aot + Y _ agk(d2k + (ad2)?*(t)) + O(e*'7)) F(2|r) = 0.
E>1

5)(t) +0(e*™ 7)) F(z|r) = 0

We set
Ai=Ag+ ) ambo, so Ag+aot+ Y as(dax + (adz)?(t)) = [A] + aot.
k>1 k>1
The compatibility of this system implies that [A]+aot commutes with ¢ and (7 ad z) cotg(r ad 2)(y) =
im(—t — 2¢), hence with ¢ and ; actually ¢ commutes with each [0o3] = Jo1, + (ad x)?#(t).

Equation (30) can be written 0,F(z|7) = (t/2z+ O(1))F(z|r). We then let Fy(z|7) be the
solution of (30) in V := {(z,7)|7 € 9,z = a+b7,a €]0,1[,b € R} such that Fy(z|7) ~ 2* when
z — 0T, for any 7. This means that the left (equivalently, right) ratio of these quantities
has the form 1+, _ (degree k)O(z(log 2)f*)) where f(k) > 0.

We now relate F(z|7) and Fy(z|7). Let F(7) = F)(z|7) for any z be the solution of the
KZB system for n = 1, such that F(7) ~ exp(—5=A) as 7 — ioo (meaning that the left, or
equivalently right, ratio of these quantities has the form 1+ 3", _,(degree k)O(r/*)e2mim),
where f(k) > 0).

Lemma 4.10. We have F(z|1) = Fo(z|1) exp(— £ (" E2 + O)t)[F(7)], where C is such
that [ By 4+ C =14 O(e*™'7).

Proof of Lemma. F(z|t) = Fy(z2|7)X(7), where X : § — Gz is a map. We have
9(z,ad z|7)(t) = agEa(T)t + 3o o a2eBary2(7)(ad 2)?*(t) + O(z) when z — 0 and for any
7, so (31) is written as

2110, F(z|7) + (Ao + ag B2 (1)t + Z azk Eaga(T)[02k]) + O(2)) F(z]|7) = 0
k>0
where O(z) has degree > 0. Since Ag,t and the [d2x] all commute with ¢, the ratio
Fo(z|7)1F(2|7) satisfies
211 0-(Fy 'F(2]7))+ (AotaoEy(r)t+ Y _ agk Eapya(7)[626]+ Y _ (degree k)O(z(log 2)" ™)) (Fy ' F(z|r)) = 0
k>0 k>0

where h(k) > 0. Since Fy(z|7) 1 F(2|r) = X(7) is in fact independent on z, we have

2m10-(X (7)) + (Ao + aoBa(T)t + Y _ agk Eapya(7)[624]) (X (1)) = 0,

E>0
which implies that X (1) = exp(—£2 (" B2 + C)t)[F(7)] X0, where X is a suitable element
in Gy. The asymptotic behavior of F(z|7) when 7 — ico and z — 07 then implies Xg = 1.

O

4By convention, if z € C\R_ and = € n, where n is a pronilpotent Lie algebra, then z% is exp(zlogz) €
exp(n), where log z is chosen with imaginary part in | — 7, 7[.
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End of proof of Proposition. We then have F(z|1) = Fy(z|7)X(7), where X(7) ~
exp(— 5= ([A]+apt)) as 7 — ioo, where this means that the left ratio (equivalently, the right
ratio) of these quantities has the form 1+,  (degree k)O(7" 2(k) 2717 where z(k) > 0.

If we set u := e*™ 1% then (30) is rewritten as

OuF (ul) = (§/u+t/(u—1) + O(e*™' 7)) F(ul7), (33)

where F(u|T) = F(z|7).

Let D' := {u|ju| < 1} —[0,1] be the complement of the unit interval in the unit disc.
Then we have a bijection {(z,7)|7 € iR}, z = a+7b,a € [0,1],b > 0} — D’ x iR, given
by (z,7) = (u,7) := (€*"'%,7).

Let F,, F¢ be the solutions of (33) in D’ x iR4, such that F,(u|r) ~ ((u —1)/(271))"
when u = 1+i10", and for any 7, and Fy(u|r) ~ e ™((1 —u)/(27i))" when u=1—i07, for
any 7.

Then one checks that Fy(z|7) = F,(e?™1%|7), Fo(z — 1|7) = F(e*™*|7) when (z,7) €
{(z,7)|r €iR},z=a+ 7bla € [0,1],b > 0}.

We then define Fy, ..., F, as the solutions of (33) in D’ xiR7, such that: Fp(u|r) ~ (1—u)’
asu=1—0%, S(u) > 0 for any 7, F.(u|r) ~u¥ asu — 0, S(u) > 0 for any 7, Fy(u|T) ~ u?
asu — 07, S(u )<Oforany7' F(u|7') (1 —u)t asu—l—OJr S(u) < 0 for any 7.

Then F, = F,(—2mi)t, F ( 7)) = Fy(—|7)[®(5, 1) + O(e* 7], Fd(—|7) = F.(—|r)e 2"V,

Fe(—|r) = Fd(—|T)[ (@,t)" (2””)] Fy = F(i/2m)". _
So Fy(—|r) = Fa(—|7)((— 271'1 (g, t)e 2199 (g, 1)1 (i/2m)" + O(e2™17)). It follows that
Fo(z+1|7) = Fo(z |T) T), Where
A(r) = (=2m1)'@(g,1)e*™ T @(g, 1)~ (i /2m)" + O(*™'T).
Now

A=F(|r) "F(z+1|r) = X(r) PA(T) X (1) = (14 _(degree k)O(r"®) 2miT)) 7t

k>0
exp(#([A] + aoﬂ)((—?w i)t@(g’ t)e%ig@(ﬂ,t)*l(i /27T)t + O(GQFiT))
exp(—ﬁ([A] +aot)) (1 + Z(degree k)O (70 277y

k>0

As we have seen, [A] + agt commutes with ¢ and ¢; on the other hand,

eXP(%([A] + apt))O(e*™17) exp(—#([A] + agt))
%))(0(62””)) = Z(degree YO (7™ (k) 27 i)

k>0

= exp(Tad(

where nj (k) > 0, as [A] + agt is a sum of terms of positive degree and of A, which is locally
ad-nilpotent.
Then

A= (1 + Z(degree k)O(Tg”(k)e?””))*l((—?w i)té(g,t)e%iﬂ@(g?t)fl(i /27)t
k>0
+3 (degree k)O(F™ M) (143 (degree k)O(r*H) 7)),
k>0 k>0

It follows that

A= (=2mi) (g, t)e* ID(g, ¢) (i /27)" +Z degree k)O(r™2(F)2miT),
k>0
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where ny(k) > 0, which implies the first formula for A. The second formula either follows
from the first one by using the hexagon identity, or can be obtained repeating the above
argument using a path 1 — +00 — 1, winding around 1 and oo. O

We now prove:

Theorem 4.11.
B = 2ni)t®(—j — t,t)e>™ = d (5, )" (2n/1) "

Proof. We first define Fy(z|7) as the solution in V := {a + br|a €]0,1[,b € R} of (30)
such that Fy(z|7) ~ 2! as z — 0%. Then there exists B(7) such that e*"1%*Fy(z + 7|7) =
Fy(z|7)B(7). We compute the asymptotics of B(7) as 7 — ioo.

We define four asymptotic zones (z is assumed to remain on the segment [0, 7], and 7 in
thelineiRy): (1) 2 <1<, (2127, 3)1l<KT—2<7, ) 7—2<K1KT.

In the transition (1)-(2), the system takes the form (32), or if we set u := e?™1%  (33).

In the transition (3)-(4), G(2'|7) := e2™ 1 F(1+2'|7) satisfies (30), so G(u/|7) = €™ F(1+

2'|7) satisfies (33), where u/ = 2712,
We now compute the form of the system in the transition (2)-(3). We first prove:

Lemma 4.12. Set u := €*>71%, v := 2™17=2) When 0 < I(2) < (1), we have |u| < 1,
|| < 1. When k>0, (0% /0)(z|7) = (—in)k + D 563054450 aglz)usvt, where the sum in the
r.h.s. is convergent in the domain |u] <1, |v| < 1.

Proof. This is clear if k = 0. Set ¢ = uv = €*™'7. We have 0(z|1) = u!/? [Lsso(1—
q U/) HsZO(l - q U ) (27T1) ! Hs>0(1 —q ) 27 S0

(O'/0)(2r) =im—27i> q*u/(1—q'u)+2mi)y g°u'/(1—q'u")

5>0 s>0
) 2 ) U,S+1US 2 ) U,SUS+1 ) .
= —im—2mi)y g HO) gy = AT ) awu
s>0 s>0 s+t>0

where ag; = 2mi if (s,t) = k(r,r +1), k> 0,r >0, and agy = —27i if (s,t) = k(r + 1,7),
k>0, r > 0. One checks that this series is convergent in the domain |u| < 1, |v| < 1. This
proves the lemma for k = 1.

We then prove the remaining cases by induction, using

g(k+1) g(k) 9 9 ok

Using the expansion

0(z + z|T)x _ = ") /0)( 1) &
0(z|)0(z|T)  O(z|T) go(g /6)(zIT)

ok
_5111 1+anP (Z —im) ko Z a(k) 8 t )

n>0 k>0 s+1>0

_ 2iTx
= iz + E ast ’LL ’U = = Sirr 1 + E Ast (x)USUt,
bln( e?ime — 1
s+t>0 s+t>0

the form of the system in the transition (2)-(3) is

2imadx
(- ezinZT_l(y) + Z astuv') F(z|T)

s,t|s+t>0

= (2img + Z astuv') F(z|7), (34)

s,t|s+t>0

0, F(z|1) =
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where each homogeneous part of Y, aseu®v’ converges for |u| < 1, |v| < 1.

Lemma 4.13. There exists a solution F.(z|T) of (34) defined for 0 < I(z) < (1), such

that
F.(z|7) —u“l+ZZlog ) frs(u, v))

k>0 s<s(k)

(logu = inz, u? = e*™1%9) where frs(u,v) is an analytic function taking its values in the
homogeneous part of the algebra of degree k, convergent for |u| <1 and |v| < 1, and vanishing
at (0,0). This function is uniquely defined up to right multiplication by an analytic function
of the form 14 3, qar(q) (recall that ¢ = wv), where ar(q) is an analytic function on
{qllg] < 1}, vanishing at ¢ = 0, with values in the degree k part of the algebra.

Proof of Lemma. We set G(z|7) := u=YF(z|1), so G(z|7) should satisfy
0.G(z|T) = exp(— ad(7) log u){ Z asu®v' Y G (z|7),

s+t>0

which has the general form

0.G(z|T) = (Z Z log(u)®ags(u v))G(z|T),

k>0 s<a(k)

where ays(u,v) is analytic in |u| < 1, |v| < 1 and vanishes at (0,0). We show that this system
admits a solution of the form 1437, > ) log(u)’ frs(u, v), with fis(u,v) analytic in
lu| < 1, |v] < 1, in the degree k part of the algebra, vanishing at (0,0) for s # 0. For this,
we solve inductively (in k) the system of equations

0, ( Z(log u)® frs (u, U)) = Z (log u)surs//ak/s/ (u, ) frr s (u, ).

s s, kR |k R =k (35)

Let O be the ring of analytic functions on {(u,v)|ju| < 1,|v| < 1} (with values in a finite
dimensional vector space) and m C O be the subset of functions vanishing at (0,0). We
have an injection O[X] — {analytic functions in (u,v), |u] <1, |v] < 1, u ¢ R_}, given by
fu,v)X* — (log u)* f(u,v). The endomorphism % = 27Ti(ua% - v%) then corresponds to
the endomorphism of O[X] given by 27ri(aiX + ua% - U%). It is surjective, and restricts to
a surjective endomorphism of m[X]. The latter surjectivity implies that equation (35) can
be solved.

Let us show that the solution G(z|7) is unique up to right multiplication by functions of ¢
like in the lemma. The ratio of two solutions is of the form 1+, o>~ < () 1og(u) frs (u, v)
and is killed by 9,. Now the kernel of the endomorphism of m[X] given by 2%1(% + “a% -
v%) is m*(my), where m*(my) C m is the set of all functions of the form a(uv), where a is an
analytic function on {q||g| < 1} vanishing at 0. This implies that the ratio of two solutions
is as above. O

End of proof of Theorem. Similarly, there exists a solution Fy(z|7) of (34) defined in the

same domain, such that
Fy(z|7) —vy1+2210g ) grs (u,v)),
k>0 s<t(k)

where by, (u,v) is as above (and logv = in(7 — 2), v ¥ = exp(27mi(z — 7)7)). Fa(z|7) is
defined up to right multiplication by a function of ¢ as above.
We now study the ratio F.(z|7)"1F4(z|7). This is a function of 7 only, and it has the

form
q*g (1 + Z Z (].Ogu)s(logv)takst(uav))

k>0 s<s(k),t<t(k)
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where agst (u, v) € m (as v~ (1430, 0.0 2 o< o) (108 1) s (u, v) Jo¥ has the form 1437, o 37 <15
(log u)®(log v)tdys(u,v), where dgs(u,v) € m if cxs(u,v) € m). Set logq := logu + logv =
2717, then this ratio can be rewritten ¢~ 9{1+ 3, _, D s<sthy i<tk (logu)*(log ) brst (u, v) }
where bgsi(u,v) € m, and since the product of this ratio with ¢¥ is killed by 9, (which
identifies with the endomorphism 27r1(8X + uau - vav) of O[X]), the ratio is in fact of the

form
F ' Fa(zlr) = ¢"(1+ ) Y (logg)*axs(q)),
k>0 s<s(k)

where ays is analytic in {¢||¢| < 1}, vanishing at ¢ = 0.
It follows that
F Fa(2lm) = e 2779(1 4 ) (degree k)O(rFe >T'T)). (36)
k>0
In addition to F, and F,, which have prescribed behaviors in zones (2) and (3), we define
solutions of (30) in V by prescribing behaviors in the remaining asymptotic zones: F,(z|7) =~
2" when z — 07 for any 7; Fy,(2|7) ~ (2m2/i)" when z — 107 for any 7 (in particular in zone
(1)); e*™ % F,(2|7) ~ (27(7 — 2)/1)t when z = 7 —i07" for any 7; e*™ *Fy(z|7) ~ (2 — 7)*
when z = 7+ 07 for any 7 (in particular in zone (4)).
Then Fy(z|7) = Fu(z|7), and e 2™ Fy(2 — 7|7) = Fy(z|r). We have F, = F,(2n/1),
Fy = F.(2ri)"
Let us now compute the ratio between Fj and F,.. Recall that u = €21, v =¢

3

Set F(u,v) := F(z|r). Using the expansion of §(z|7), one shows that (30) has the form
A B _

u—1
where A(u,v) is holomorphic in the region |v| < 1/2, |u| < 2, and A(u,0) = g, B(u,0) =t
We have Fp(u,v) = (1 —u)i(1+ 3, 2 s<s(ky log(1 — w)*bys (u,v)) and Fy(u,v) = ul(1 +
Dok 2s<s(k) log(u)*aks(u,v)), with ags, brs analytic, and as(0,v) = bgs(1,v) = 0. The ratio
F;'F, is an analytic function of ¢ only, which coincides with ®(§,¢) for ¢ = 0, so it has
the form ®(g,t) + > ,.qar(q), where ax(q) has degree k, is analytic in the neighborhood of
¢ = 0 and vanishes at ¢ = 0. Therefore

Fo(2|) = Fy(2|7)(2(5, 1) + O(*™'7)).
In the same way, one proves that
F.(z|T) = Fd( ETEQ( g — 1, 1) (62’”7)).

Indeed, let us set Gq(u',v") = 2@ Fy(1 + 2'|1), Ge(u/,v') := €2"1¢F, (1 + 2'|7), where

u = 27Ty = e 2miE then Gu(u!, V) ~ (V)9 ‘ e as (u',v') — (0F,0%) and

Ge(u',v") ~ (1-v")t asv’ — 1~ for any v/, and both G4 and G’e are solutions of 9,/ G(u/,v') =

[—(F+t)/v" +t/(v) — 1)+ O@W)]G(v'). Therefore Gq = G [®(—7 —t,t)e®™ 1% + O(u')].
Combining these results, we get:

2mi(r—z2) .

OuF (u,v) = (

Lemma 4.14.
B(1) ~ (2 i) ®(—7 — t,1)e*™ 121" (g, £) "1 (27 / 1) 7,

in the sense that the left (equivalently, right) ratio of these quantities has the form 1 +
> poo(degree k)O(rR) ™Iy for n(k) > 0.

Recall that we have proved:
a T
F(:|7) = Fo(elr) expl~ ([ B CIF()L,

where C is such that fT Ey+C =71+ 0(* 7).
Set X(7) := exp(—5=% fl Ey + C)Y)[F(7)].
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When 7 — i00, X(7) = exp(— 55 ([A] + agt))(1 + Yo (degree k)O(r/ ) e2mi)).
Then

B =F(z|r) > " F(z 4+ 7|7) = X (1) ' B(7) X (1)

— Ad ((1 + (degree k)O(r/ M e2miT))~ exp(2;l([A] +a0t)))
k>0
((@ri)f@(= - t,ne™ e (G0~} 2n/ ) ~*) (1 + Y (degree K)O(" M),

k>0

where Ad(u)(z) = uzu!. )
[A]+agt commutes with § and ¢; assume for a moment that Ad(exp(5= ([A]+agt))) (2™ %™ 17¥) =
e?™1% (Lemma 4.15 below), then

Ad(exp( 5= ([A] + at))) (2 1) @(—5 — £, 1)e? e 7T (7, 1)~ 27/ 1) )
= 2m ) ®(—g —t,1)e>™ D (G, 1) (2w /1)

On the other hand, Ad(ex/p(#([A] +aot))(1+Y,- o (degree k)O(r™ (K e?7i7)) has the form
1+, o(degree k)O(r™ (Me?miT) where n'(k) > 0. It follows that

B=Ad(1+ Z(degree k)O(r! M e2miry)

k>0
(((ZW D)'®(—j —t,t)e*™ " 0(g,¢) " (2r /1)) (1 + Z(degree k)O(T”,(")eQ’T”)));
k>0
now
Ad (@ri)'@(—5 — 1.0 0(g. 1) 2r/ D)) (14 Y (degree KO WeI7))
k>0
=1+ Z(degree E)O(rf R e2miry,
k>0

B =((@ri)'@(—j — 027G, 0) " 2n/1) 1) (1 + 3 (degree K)O(r/We2i7))
k>0
(]_ + Z(degree k)O(Tn’(k)eZﬂ-iT))
k>0

= ((% D' D(—g — t, )™ T D(f,1) " (2m/ i)*) (1+ > (degree K)O(r" Me2miny)

k>0
for n”(k) > 0. Since B is constant w.r.t. 7, this implies
B = 2mi)'®(—j — t,t)e2™ (7, t) " (27 /1),
as claimed.
We now prove the conjugation used above.

Lemma 4.15. For any 7 € C, we have

ez;]([A]jLaot) 271'1:Ee 2W1([A]+aot)62iﬂ"l'g — e?ﬂ'i:ﬂ'

Proof. We have [A] 4+ aot = Do + >4 a2k (2k + (ad 2)%#(t)) (where dp = 0), so [[A] +
aot, ¥] =y — Y50 azr(ad x)2*+1(t). Recall that
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2

then [[A] + aot, z] = y — (ad x)(sing(jr prr i (ad11)2)(t). So

. 1 1 6727riadm_1
—2mix
— A t
(s (1] + ao) +

(1A] + agt))e*™” = o

¢ ——(lr 5 (1] + ao)

1 1 e—27riadz_1 7T2 1
= %([A] + agt) — %T(y - (adx)(SiHQ(wadx) - (adx)2)(t))'

We have

1 ef2friadm_1 71_2 1

(v~ (adda)( ~ aaz)®)

= 277,

omi adx sin?(m ad x)

therefore we get

. 1 ; 1
e_zmz(%([A] +agt))e? ™ = ﬁ([A] + apt) — 2miy.
Multiplying by 7, taking the exponential, and using the fact that [A] 4+ aot commutes with
7, we get e 271 %ezri([Altaot) g2miz — oors([Al+aot) 27170 which proves the lemma. O
This ends the proof of Theorem 4.11. O

5. CONSTRUCTION OF MORPHISMS I'y () — G X S,

In this section, we fix a field k of characteristic zero. We denote the algebras Elf’n, tk
simply by t1 », t,. The above group G, is the set of C-points of a group scheme defined over
@, and we now again denote by G, the set of its k-points.

5.1. Construction of morphisms I'y [,) — G, x S,, from a 5-uple (@, A, B,0,T). Let
®) be a M-associator defined over k. This means that ®) € exp(t3) (the Lie algebras are
now over k),

3,21 _ x—1 234212342123  =1234:1234
YT =07, oY P, OV =@y Dy ) (37)

eAt?’l/2¢§73)1€>\t23/2¢)\6)\t12/2¢§)172 _ e)\(t12+t23+t13)/2' (38)
E.g., the KZ associator is a 27 i-associator over C.

Proposition 5.1. If©,¥ € G, and A, B € exp(il)g) satisfy: the “T'1 1 identities” (27), the
“T'1,2 identities” (28), (29), and the ‘T'y j3) identities” (23), (22), (26) (with 2mi replaced by
A), as well as AL — A0 — i1 — RO — 1, then one defines a morphism I'y ,,) — Gy xSy
by

0 1 [O]el T Xicy Bi W (Bt & Zics b gy {q)i...i—l,i,iﬂ}718>\Ei,i+1/2(1-’i_i_l){q)i\...i—l,i,iﬂ}’
Cjk — {@;;@i’ﬁl“”"...@i‘"’k_l"""(e””)j"'k’Lk'””((I)i’jH"”"...@g\'"’k_l""")’1CI>>\7j},

Ai — {@)\}i}71A1...i717i...n{q>)\’i}’ Bi s {(I))\71‘}71B1mi717i"'n{q))\71‘},

Loie1,4,i41... l.n—2n-1
where ®y ; = &, bt Ty,

According to Section 4.4, the representations v, are obtained by the procedure described
in this proposition from the KZ associator, ©, ¥ arising from 7;, and A, B arising from ~s.
Note also that the analogue of (22) is equivalent to the pair of equations

e)\t12/2A2,le>\t12/2A — 1’ (6At12/2A)3’12(I’i’1’2(eAt12/2A)2731(I’i’371(eAt12/2A)1723(I’§\’2’3 _ 1

9

and similarly (23) is equivalent to the same equations, with A, X replaced by B, —\.
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Remark 5.2. One can prove that it @y satisfies only the pentagon equation and ©, ¥, A, B
satisfy the the “T'; ; identities” (27), the “T'y o identities” (28), (29), and the “I'; 3 identities”
(24), (26), then the above formulas (removing ;) define a morphism I'y ,, — G,. In the same
way, if @ satisfies all the associator conditions and A, B satisfy the I'1 j3) identities (22), (23),

(26), then the above formulas (removing ©, ¥) define a morphism By, — exp(ti ) X Sp,.

Proof. Let us prove that the identity (A;, 4;) = 1 (i < j) is preserved. Applying
x s gtimbid=bhien £ the first identity of (24), we get

Aloi—Llj.n glewig=—1l.m Flj—1g.n g—1\1 . i.j-1,..ny _
(4 P A (@) ) =1

The pentagon identity implies

Loiyen  glooj—loon _ aiitl,emn  gieoj—loony g logioj—1n g logi.j—1  gl..,j—2,j—1
@ .0 = (P} 0 )P (D) by ),

(39)

so the above identity is rewritten

Gitl,m gieoj—l.on {loi—li..n(giitlen  gie,i—l.,ny—1 gligi..n gl..,j—1,..n
(<I>)\ RN A (D5 0 )@y by

Toipeefi=1 gl =2, =1\ =1 F1..j—1,j.nglesiyej—1 Loj—2,g—1,x1.iom sl j—1,..ny\—1\
(@, 5y )T A i by (@, 5y ) )_1.

RESI iodi—1,. v A1l Looiyj—1 Loj—2,.5—1
Now @} 1 @4/ 7h" commute with A= bi=n and @yt I7 @l I T

. Lodog=1 Z1..j—2..j-1 Ce
commute with @, 77" @ /75777 which implies

Tlili.mn gloi..n Loj=1,em §1o 1,50 (g Loesiyem Lo.j—1,..ny—1y _
(A , @ by A (@, by )y ) =1,

so that (A;, Aj) = 1 is preserved. In the same way, one shows that (B;, Bj) = 1 is preserved.
Let us show that (Bk,AkAj*l) = Cjy, is preserved (if j < k).
(@;}CBI...kfl,k...n(I))\,k’ q);’]].cAl...kfl,k...nq))\’kq);; (Al...jij...n)flq))\J)
— 1...,7,..n 1..,k=1,..n\ pl...k—1,k...n 1...,7,..n 1..,k—1,..n\—
= L (D) LDy Bk bR (@ T ) )

((I)i..,j7...n”'q)i...7k71,...n)[ll...k—l,k...n((I);...,j7...n.”(I)i...,kflw..n)—l(Al...j—l,j..ﬁ)—l)@)\J

a1 (@it lemn gienk—1mz g k=10 Bl k—1k..n g ddtlen  gieok—1ng g k—1,..ny 1
= <I>>\7j(<1>>\ Oy o, B (P Oy o\ )7,
Goglen  ggeok—1ng o g k—1,m §1. k—1k.n/ddd+1l,n  gioek—1mg g k—1,..n\y—1

oy Oy o A (P Oy o\ )

(Al"'j717j"'n)71)q))\7j _ (I);;(I)g'\,j+l,...n'”q)]A‘...,k—l,...n(q)i..,,j...k—l,...nBl,,,kak,,,n(q)i...,j...k—l,...n)717
Loojok=1.m §l k—1k.n/gl.jk=1,..ny—1/ F1..5—1,j..n\—1Y (g dd+1,... T N |
O, "A "Dy ) THAL TR ) (@4 "L TPy,
_ q);jq)j;jﬁLL...n“.(I)g’\...,kflw..n{q)(‘élZ,S’A12,3(I);1(A1,23)—1(I))\)(I);1}1...,j...k—1,...n
G+, ook =1,y —
(@79 DX IW
— @;7]5(b]>4\,j+1,...n.“(I)g\...,k—l,...n(eQﬂ-it12)j___k—Lk,,,n((bg\,j+l,...n.“(I)g'\...,k—l,...n)—lq))\d,
where the second identity uses (39) and the invariance of @y, the third identity uses the fact
that &%/ 1" ...,@g\'"’k_l""" commute with Al+J=1J-" (again by the invariance of ®,),

and the last identity uses (26). So (Bk,AkAj*l) = (i, is preserved. One shows similarly
that

“1 plok—1,k..n —1/ploj—lg.ny—1g -1 il.k—1,k..n
(®3,B D51 Py (B I SWHL SWw: | Dy k)

—1&7.5+1,... jook—1,..n( 2miti2\j...k—1,k... jg+1,..n ook —1,..m\—1
:<I>j GIIthem  pI (e itz)d (@Y7 @3 )P,

so that (Bkal, Ay) = Cjy, is preserved.
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Let us show that (A;,Cjx) =1 (¢ < j < k) is preserved. We have

—1 f1...i—1,i..n &Ll iitl,..n Jeesk—=1,..mn/ 2mwitiaNg...k—1,k...n/FdJ+1,..n Jeok—1,..m\—1 )
(tI’MA @A,Z,<I>>\7j<1>>\ ...<I>)\ (e ) (<I>)\ ...<I>>\ ) @A,j)
=1l i—1lj.m glei,..n 1....5—1,..nx7,j+1,..n Jook=1,..n/ 2witia\j...k—1,k...n
= o5, (A , @) By Y P (e )

1...,4,...n 1...,j—1,..nx74,7+1,...n Joonk—1,..n\—1 )

(®y Dy P4 B ) )@

a—1( ileiml.m g hitl.n  gieoi—lang i =1 nglo i -1  xl..,j—2,j—1
—<I>M(A @ 0 @ @ .0

(I)g’\,jJrl,...n @i“'7k71)“'n(e2ﬂ'i{12)j...k71,k...n

((I)g\,i—kl,...n.“(I)g\...,j—l,...n(I’i\...,i...j—l,...nq);...,i,...j—l...(I)i\...,j—Q,j—l(I’g'\,j+l,...n...(I)i...,k—l,...n)—1)(I)A’i
_ ‘I’;j (Al...ifl,i..,n’ @§i+1,...n”'q)i...7j71,...nq)i...7i...j717...n(I)§\,j+1,...n'.'q)i...7k71,...n
(627rif12)j~.k717k...n((I)ixiJrlynn.'.(I)é;~~;j*17""ﬂ(I)i~~xi~~j*1;~~~7l(I).§\;j+1;mnmq)j;wk*l,...n)fl)@)\i
_ (b;\jq)g\,i—‘rl,...n.”(I)g\...,j—l,...n(Al...i—l,i...n (I,i\...,i.,.j—l,...n¢§\,j+1,---n...(I)J)‘\m,k—ly---n
(62771512)j___k_l,k,,,n(cbi...,z'...j—1,...n¢,§'\,j+1,...n..@g)‘\...,k—l,...n)_l)(q)i,iﬂ,...nmq);...,j—l,...n)_l(p)\i
_ (I);jq)g\,i—&-l,...n...(I)g\...,j—l,...n(jll,,,ifl,i,,,n’(I)g\,j+l,...n“.(I)j)'\..,,k—l,...nq)i,..,i...j—l,...n

(6271—i512)j,,,k—17k,,,n(@j}‘\,j—‘rl,...n”'Qg\...,k—l,...n@i..,’i...j—l,...n)—l)(@&’i-i-l,...n'.'Qg\...,j—l,...n)—]_@A i

=1

)

where the second equality follows from the generalized pentagon identity (39), the third
equality follows from the fact that <I>§""i7"'j71, . <I>§""j727j71 commute with (627“{12 Yok Lken
<I>§\’j+1""", e @i“"kil"”", the fourth equality follows from the fact that <I>§\’i+17"'n, s
<I>i\'"’j717"'n commute with Al-i—1in (as @, is invariant), the last equality follows from
the fact that @}\""i”'j_l’j"'" commutes with @i’jﬂ"”", s @i’"’k_l""” (again as @, is invari-
ant) and with (e271%12)i-k=Lk - (a5 {5, commutes with the image of t3 — ty, x — x1234).
Therefore (A;, Cjr) = 1 is preserved. One shows similarly that (B;,Cji) =1 (i < j < k),
Xiy1 =0;X,0; and Y1 = a;lYia[l are preserved.

The fact that the relations 04,071 = B;l, ©B,07! = BiAiBfl, VAT = A,
VB, U1 = B;A;, are preserved follows from the identities (28), (29) and that if we de-
note by x — [z], the morphism ? — ? x t;,, defined above, then: (a) ®; commutes with
Zi,j\i<j ti; and with the image of 0 — 0 X t1,,, x — [2],; (b) for z € 9, y € t1 2, we have
[[2]n, yt i b0n] = [[x]2, y]L 714", Let us prove (a): the first part follows from the fact
that ® commutes with ¢19 +t13 + to3; the second part follows from the fact that X, d, Ag and
62n+ > j<i(ad Ty )?™ (1) commute with ¢;; for any i < j. Let us prove (b): the identity holds
for [z, 2'] whenever it holds for 2 and for 2, so it suffices to check it for = a generator of ;
x being such a generator, both sides are (as functions of y) derivations t; o — t; ,, w.r.t. the
morphism t1 5 — &1, y = y'7H4" 5o it suffices to check the identity for y a generator
of t1 5. The identity is obvious if z € {Ag,d, X} and y € {Z1,91, T2, P2} If = d25 and
y = Z1, then the identity holds because we have

1..i—ly..n

[523 + (ad jl)%(t*m)’jl]l...ifl,i...n — —((ad f1)28+1({12))

i—1
= —(ad(z QU’))%JA( Z Euv) = - Z (ad QU)%JA (Euv)v

u'=1 1<u<i<v<n 1<u<i<v<n
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while
i—1 i—1
[02s + Z (ad xu *(tun), Z Tu] = [ Z (adi'U)gs(Euv)a Ty
1<u<v<n u'=1 1<u<i<v<n u'=1
= — Z (ad Z ) > (Fu)

1<u<i<o<n

where the first equality follows from the fact that (ad Z,)?*(f,,) commutes with Zf;il T/
whenever u < v < iori < u <wv. If £ =d95 and y = T2, then the identity follows because

[525 + (adjl)gs(fm)a T+ 532] =0and [525 + Zl§u<v§n(adju)2s(fuv)v ZZ’:l j"'] =0.
If x = d25 and y = g1, then

[525 + (ad"fl)Qs(flg), 271
= {% Y [(adz)P(fi2), (—ad @) (fi2)] + [(ad #1)* (fra), ]} 700"

]1...i—1,i...n

p+q=2s—1
1 s _ ~
= 5 Z [ Z (adxu)p(tuv)a Z (adxu/)q(tu,v,)]
pHg=2s5—1 1<u<i<v<n 1<u/<i<v’<n
+ Z (ad Z,)* (fu), U1 + - + Yi-1l;
1<u<i<v<n

on the other hand,
Bos+ Y (adZu)* (fuv), 91 + - + Gi1]

1<u<v<n
i—1
\as(E Y - _ 1, o o
= > [@dZ)* () G+ o+ T+ Y D> 5134207 (Fun)., (— ad 20) (Fun)]
1<u<v<n u=1v|v#u ptq=2s—1

[(ad ju)p(fuv)a (—ad i‘u)q(tuv)]v

N =

= Y [@dZ)* (Fuw) U1+ +Tia] + D 2

1<u<v<n 1<u<i<v<n p+q=2s—1
where the second equality follows from the fact that [(ad T, )P (fuy ), (—Tw) 9 (Fuw )]+ [(ad Ty )P (T,
(—adZy)9(tuw)] = 0 as p+ ¢ is odd.

Then
[6as + (ad 21)** (Fa2), 1] 1" = [Gas + D> (ad Z0)* (Fun), G + - + Fic1]
1<u<v<n
— Z [(adj:u)Qs(fm),gl + o+ Gio1] — Z [(adiru)zs(fuv), i+ o+ Gi]
1<u<v<i i<u<o<n
1 = n _ —
5 2 > (80 2)" (B, (— 8d 2. )7 (Furs )]
pra=2s-1 1<u<i<v<n

1<u/ <i<v <, (ug0) £ v')

= Y [@dZ)®(fw) G+ +0al — D> [(adZu)* (Fun), 91 + . + 1]

1<u<v<i i<u<v<n

1 _ _
+ 5 Z Z [(ad ju)p(tuv)a (_ ad i‘u)q(tuv/)]
ptg=2s—1 1<u<i<v<n
1<u<i<v’ <n,v#v’

D SHD SR e RN ENTS)

pte=2s—1 o cich<n
1<y’ <i<v<n,uu’
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where the second equality follows from the centrality of g1 + ... + ¥, the last equality follows
for the fact that (ad Z,, )P (fuy) and (— ad Ty )?(fy ) commute for u, v, u’, v all distinct. Since
p+ ¢ is odd, it follows that

[626 + (ad 21)* (12), 5] 700" = [z + Y (ad @) (Fun), Gt + oo + Gic]

1<u<v<n
= Y [@dz)®(Ew) G+ o+ Tal — D> [(adZu)* (Fuw), 01 + . + 1]
1<u<v<i i<u<v<n

4 Z Z [(ad i‘u)p(fuu), (— ad i‘u)q(fuv’)]

p+qg=2s—1 1<u<i<v<v’<n

+ Z Z [(ad Eu)p(fuv)v (_ ad i‘u’)q(fu/v)]-

p+g=2s—1 1<u<u’/<i<v<n
Now if 1 <u < v < i, we have

[(ad %) (Fuw), Ui + - + Tn) = Z (ad Z,,)P ad(ty; + - + tun)(@d T,) (fuw)
p+q=2s—1

—Z Z (ad &y, )P [ty (— ad Ty)? (Fuw) Z Z (ad Ty )P (— ad ) ([fuw s tuv))

w=1 p+q=2s—1 w=1i p+q=25—1

:-Z > (adzu)?(— ad 20)([Fuw, fow)) —Z > [(adZu)? (fuw), (— ad Z4) (uw)];

w=1 p+q=2s—1 w=1 p+q=2s—1
one shows in the same way that if i < u < v < n, then [(ad Zu)** (fuv), U1 + - + Ji1] =
St Y tgens_11(ad 20 )P (Fuw), (— ad Z,)? (£ )]; all this implies that

[525 + (adjl)zs(flg), yl]l...i—l,i...n [525 + Z adxu m})’ (Zjl)l"'i_l].

1<u<v<n

Since [dgs + (ad 1)**(f12), 51 + 2] = 0 and [Sas + 3-1 <y ey (Ad Zu)** (Fuw), Y1 + -+ Gn] = 0,
this equality implies

[62s + (ad 21)%* (F1), Gl 710" = (s + D (ad Z0)* (Fun), (B2)" 1),
1<u<v<n

which ends the proof of (b) above, and therefore of the fact that the identities © 4,071 =
B!, ..., UB;U~! = B;A; are preserved.
The relation (0, ¥?) = 1 is preserved because

([B]¢ & i bii ([W]e! & iss 0)?) = ([’ & i P [\i/]{"ei Fli ) = (0] [¥]°) = [(6,9%)] =

where the two first identities follow from the fact that >, . #;; commutes with the image of
0 — 0 Xty ,,  — [z], the third identity follows from the fact that G; — Gy, g — [g] is a
group morphism, and the last identity follows from (27).

The image of C; ;41 is <I>;1i (e271 t1 )i7i+1"'"<I>>\7i, to the product of the images of C12, ..., Cp—1.n,

is

(I);,ll (6271' itya )172"”((1))\71(1);,12)(6277 itya )273"”((1))\72(1);,13)(6277 it1a )374”'n~'~((I))\,nflq);,h)62ﬂ' i Enil’nq))\m

&1/ 2mit12\1,2..n 7 27it12\2,3..nF1,2,3..n/ _2wit12\3,4...n l..,i—=1,..n/ 2miti2\i,i+1...n
=5 (e ) (e ) @y (e ) N5 (e )
”q)i...7n727n71 n627'rifn_1,n

27 i{n_l,n

— (b;7]i (627Ti{12)1,2...n(62ﬂ'i512)2,3...n (eQﬂi{12)3,4...n ..(eQﬂiflz)i,i+l...n

...€

1,2,3... 1...,2—1,... 1....n—2,n—-1 Ctis D
(I))\’ n(I))\ * ’ n(I))\ o i g (bA11627T121<J tl]‘bA’l = 627712’!<] tlJ,

where the second equality follows from the fact that ®'-% " commutes with (27 #12)5+1..n
whenever j > i, and the last equality follows from the fact that ), _ ; tij 1s central is t,

1,
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So the product of the images of C13...Cp—1 p, is 21 ey tis ) i
The relation (@\71/)3 = C12...Cp 1 is then preserved because ([(:)]ei T2t [\fl]ei T2igs ti7)3 =
([O][W])3e? i 2ics tis = [(é\if) Je2m i< tis = ¢2i2ic;i b where the first equality follows

from the fact that >, _ ; tij commutes with the image of G; — Gy, g — [g], the second
equality follows from the fact that g — [g] is a group morphism and the last equality follows
from (27). In the same way, one proves that ©* = C15...Cy,_1 5, 07 = i,¢+1Ci+17¢+20;+1
and (0,0;) = (¥, 0;) = 1 are preserved. O

5.2. Construction of morphisms B, — exp( ») X Sp using an associator ®,. Let

us keep the notation of the previous section. Set agn()\) = —(2n + 1) Bap 1222712 /(2n + 2)!,
g)\ = _ekggizcr_l(y%
Ay = B\ (Gin, )N Dy (G, 1) 7 = e M 2B) (—gn — £, 1) NPTV Dy (— gy — 1, 1) TLe M2

B)\ = e*t/2<I>,\(—g,\ —1, t)e’\””@A(g,\, t)il
(the identity in the definition of A, follows from the hexagon relation).
Proposition 5.3. We have
1;&273 _ e)"?12/2{<I>>\}3’172,43\’13{@)\}271’36)‘{12/2 . {¢A}372’1A§’23{@>\}1’273,

B}\ZB _ e—Afm/Q{(I))\}3,1,23%13{@)\}2,1,36—)\{12/2 . {<I>,\}3’2’1Bi’23{<1>,\}1’2’3,

(Bi2,37 eA£12/2{(bA}3’172Ai’13{@)}2’1736)\{12/2) — (e—)\flz/2{@)\}3,1,23?\,13{@)\}2,1,36—)\{12/2, Ai\z,S)
— {(I)A}B,Zle)\fgg{q))\}lﬁ,?)
so the formulas of Proposition 5.1 (restricted to the generators A;, B;, 05, Cj1 ) induce a mor-

phism By, — eXp( ) x Sy, (here t§ . 18 the degree completion ofilf n)-

Proof. In this proof we shift the indices of the generators of tn+1 by 1, so these generators
are now t;, i # j € {0,...,n} (recall that t,41 = t5, |, t1, = £F,,).

We have a morphism v, : t,41 — ti,n, defined by ¢;; — ¢; if 1 < i < j < n and
toi — Ui := —exififj_l(yi) if 1 <4 < (it takes the central element » ., ,, ti; to 0).

Let ¢ : {1,...,m} — {1,..,n} be a map and ¢’ : {0,...,m} — {0_,,71} be given by
¢'(1) =1, ¢'(i) = ¢(i) for i = 1,...,m. The diagram

’

¢
T
tnJrl i terl
Qin, l lam,
P
N Tz -
t1,77, - t1,m

is not commutative, we have instead the identity

@) =an@’ =Y @ Y )

i',5' €= ()]i <5’

where & : t;, — k is the linear form defined by &;(to;) = 1, & (any other homogeneous Lie
polynomial in the tg;) = 0.

Since the various tyj» commute with each other and with the image of

i, 5 €p 1 (i)]i <j’
x — 2%, this implies

n
am(g¢/) = Oln(g)d) H —Sillog ) 2y glee— 1), <4’ tirjr)
=1

for g € exp(t,y1).
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A — L2 At 0,1,2y—1 7 -
Set Ay := & %Mo (dy 7)1 € exp(ts). One proves that
70,123 At1a _ At12/243:1,2 70.2,13 52,13 At12/2 | 53.2,1 70,1,2351,2,3
Ay e =e OUTTAYT TR e OVITATTTD,

(relation in exp(ty)). We then have as(Ay) = Aj, a3(®i’2’3) = <I>§72’3, and the relation
between the a; and coproducts implies az(AY"*?) = A7* and as(AY'H%eMiz) = 4722
Taking the image by a3, we get the first identity. } }

As we have already mentioned, this identity implies (@;1A§’23<I> A A§2’3) =1.

Let exp(tny1)*Z" /I, be the quotient of the free product of exp(t, ;1) with Z" = @7, ZX;
by the normal subgroup generated by the rations of the exponentials of the sides of each of
the equations
Xitoi X; ' = D tain Xiltoj+ti) X' =toj, XitjeX; ' = tje, X;Xutju(X;X5) 7" =ty

0<asn,a#i
where i, j,k are distinct in {1,...,n}. Then the morphism «, : t,y; — El,n extends to
G : exp(tpy1) * 2 /1, — exp(t ) by X; — e,

If ¢: {1,...,m} — {1,...,n} is a map, then the Lie algebra morphism t,+1 — tp41, T —
2% extends to a group morphism exp(t, )*Z" /I,, — exp(ty)*Z™ /I, by X; — [Lies—10) Xor-

Let

By = M122002 X, 0310 € exp(ty) x 22/ 1,

then OéQ(B)\) = B)\.

We will prove that

3271273 _ e”\t12/2®§71’23272’13®§71’3e”\t12/2 ) @372’13271’2%&72’3. (40)
The Lh.s. is -
3271273 _ e>‘t3~12/2<I>g’3’12X1X2<I>§”2170

and the r.h.s. is

ef,\tu/z(b?;\,me)\tgm/2(1,())\,13,2X2(I,§3,2,0¢,i,1,3ef>\t12/2(1,?),\,2,16”23,1/2(I>())\,23,1X1q>?;\2,1,0q>i,2,3.

The equality between these terms is rewritten as
XX, = @23;172@173;067)\t13/2X2¢§3,2706)\t13/2¢i,371¢g72371X1@21,273@§71,07
or, using the fact that X; commutes with ¢; (¢, 7, k distinct), as
_ 503,1,271,3,0 02,3,1 4,3,2,0 01,2,352,1,0
X1Xo =@, 0 Xo® T TN X O TRy

Now Xo®0%!" = 0% X, x;00%% = 02°X; and X1 X803 = @31 X, Xy, so the
r.hus. is rewritten as @012 @000 X032 090 %% X, 071 = X X,. This ends the proof
of (40). Taking the image by a4, we then get the second identity of the Proposition.

Let us prove the next identity. We have

(32’12’3, 6A512/2(I>§,1,2A()J\,2,13(I’i,1,36)\1?12/2)
_ e,\tlz,g/zq)gﬁ,12X1X2@§712706,\t’12/2(I)i,172q)g72,136,\t0,2(I);&z,oq)§71,36>\£12/2q)g71273(X1X2)71
(I)§273,06_At12,3/2e—At’m/zq):iJ,Q(I)()J\,27136_At0,2@13,270(1)3\,1736_&12/2'
Now
X1X2¢§7127Oe>\t’12/2(1)1)3\,172@272,13&150,2(I)§372,0(I)i,173e>\t’12/2q)())\,12,3(X1X2)71
_ exth/2X1X2@§71270q):iJ,ch)(/J\,zlsexto,z(I);372,0(I)i,173q)271273(Xle)_leAt’lz/Q
_ €A£12/2X1X2q>(>)\,2,1(1,?/{,1,02€At0,2(I)(;\Q,l,s@(;\,z,l(X1X2)_1e>\{12/2
_ eAt’m/zXleq)())\,z,leAto,z©3,2,1(X1X2)_1e>\£12/2

t 2,1 — 2,1 X\t
— e}\tlg/Q(bg)\g, 5 XleeAtO’z(XlXQ) 1@())\3, 5 e)\t12/2

_ 6A512/2q)g3;2716)\t03,2 @?\372;]-6)\{12/2.
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. . . 50,12 P 1,2 70,2,13 £ 2,1
Plugging this in the above expression for (Bg’ 3, e)‘t12/2¢>§’\’ ' Ag)\’ : 3<I>>\’ BeMi2/2) one then
finds (BY'*?, e)‘t12/2<I>i’1’?Ag’2’13@§’1’3e>‘t12/2) == <I>i’2’1e>‘t23<1>§’%’3. Taking the image by a4,
we then obtain (B12%, eNia 2312 [ 1821812 2) 32 M 1 23

Let us prove that last identity. For this, we will show

— 3,1,2 50,2,13 x2,1,3 — 710,12,3 3,2,1 1,2,3
(e )\t12/2(I))\, ) B)\’ B (I))\’ Be Atlz/Q’AA7 ) e)\tlz) :(I))\’ ) €>\t23@A7 )

and take the image by ay.
We have

—At12/253,1,2 50,2,13 2,1,3  —At12/2 70,12,3 At12
(e L > S JAY T et2)
— ei)\tlz/2¢§\)l72€>\t2’l3/2@271372X2®§3)270¢§71)367)\t12/2¢?\)12)36>\t0’12 @i)lz)oe)\tlzeAt12/2¢i)172¢272)13X51
2,13,0 ~At215/2521,3 At12/25,0,12,3 —Ato.124312,0 —Atyo
oy e oy e oy e oy e
— 3,1,2 0,13,2 13,2,0 £2,1,3 10,12,3 3,12,0 £3,1,2 50,2,13 v —
—e )\t12/2(I))\; ) e)\tz,13/2q)A7 ) X2q)A) ) @X ) @X ) eAt0’12+>‘t12q)A7 ) q)A7 ) q)A7 ) X2 1
(I,Za13706—At2,13/2(1,211736—)\1512/2(1,0112736—”0,12©3>1270
A A A A :
Now
13,2,0 5£2,1,350,12,3 Ato.104 A 12 0,3:12,0 3:3,1,250,2,13 1 — 1
Xp @820 1390123, 3120931290213 x -

_ 02,1,351,2,0 Ato,124+At12 §0,2,153,1,02 v —~1 _ £0,1,3 1,2,0 Ato,12+At12 30,2,1 v —153,1,0
—XQ(I))\ (I’)\ e (I’)\ (I))\ X5 —(I))\ XQ‘I)A e (I))\ X, (I’)\

0,1,3 — 3,1,0 0,1,3 3,1,0
_ (I))\’ , X2e)\(t01+t02+t12)X2 1@A7 0 _ (I))\’ , e)\(t01+to2+t12+t23)q>A7 0

So
—At12/233,1,2 50,2,1352,1,3 —Xt12/2 70,12,3 Atio
(e Oy IBYTTTOY e JAY T e2)
— e—)\tlz/Q(I)i;1726)\152,13/2@371372@371;36A(t01+t02+t12+t23)
PILOHLIB0 ,—Aba15/22 13, At12/250:123 ,— Mo 12 3 12,0,
A A A A PO
. . 3,2,1 1,2,3
after some computation, we find that this equals ®,* e M2 P VT O

In particular, (®y, Ay, By) give rise to a morphism Bin, — exp(?f)n) X Sy,; one proves
as in Section 2 that it induces an isomorphism of filtered Lie algebras Lie(PB1 , )k =~ .
Taking ®» to be a rational associator ([Dr3]), we then obtain:

Corollary 5.4. We have a filtered isomorphism Lie(PB1.,)g ~ {%n, which can be extended
to an isomorphism B ,(Q) ~ exp({%n) X Sy

5.3. Construction of morphisms L) = Gip X Sy using a pair (), (:)A) Keep the
notation of the previous section and set

0 = exp(—%(Ao + ) agk(MN)dar))-
k>1
Proposition 5.5. We have
[@)\]6)\{12/12121)\([@)\]6)\{12/12)71 — AA, [@)\]e)\flg/mé)\([@A]e)\flg/m)fl _ BAA)\.
Proof. The first identity follows from the fact that Ag+ >, <, a2k (A)[d2] — A*t/12 com-

mutes with ¢ and §; the second identity follows from these facts and the analogue of Lemma
4.15, where 271 is replaced by A. U

Assume that ©, € G satisfies
O3 = (Oa1))? = (63, W) =1,
[ék]e)\ﬂz/ﬁljl)\([é)\]e)\flzﬁl)—l _ B;l, [é)\]ekfmﬂlB)\([é)\]ekf12/4)—1 _ B)\A)\B;l
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(one can show that the two last equations are equivalent), then © [éx]e’\(ziﬂ' tig)/4,
U — [\iJA]e)‘(ZKJ‘ t3)/12 extends the morphism defined in Proposition 5.3 to a morphism
Fl,[n] -G, % Sn

We do not know whether for each ®, defined over k, there exists a ©, defined over k,
satisfying the above conditions.

5.4. Elliptic structures over QTQBA’s. Let (H, Ay, Ry, ®y) be a quasitriangular qua-
sibialgebra (QTQBA). Recall that this means that ([Dr2]): (H,m) is an algebra, Ay : H —
H®? is an algebra morphism, Ry € H®? and ®; € H®? are invertible, and

Ap()*!' = RyAu(x)Ry', ([d®Ay)oAy(r) = Ox(Ay ®id) o Ay (x)d,

R}qu,3 _ (I)if,l,QR}{,?,(@11L}3,2)_1R12LI,3(1>11L}2,3, R11q,23 _ ((1)23,1)—1R11L1,3(I)§{,1,3R11q,2((1)}{,2,3)—17
®22,34q>11qz,3,4 _ @23,4(1’}{,23,4@}{,2,3.
One also assumes the existence of a unit 15 and a counit cg.

If A is an algebra and Ji, Jo C A are left ideals, define the Hecke bimodule H(A|J1, J2)
or H(Ji,J2) as Homa (A/J1,A/J2) = (A/J3)7t where J; acts on the quotient from the
left; we have thus H(Jy, J2) = {z € A|Jiz C J2}/J2. The product of A induces a product
H(Jl,Jz) ® H(JQ,Jg) — H(Jl,Jg). When Jl = Jz = J, H(J) = H(J, J) is the usual
Hecke algebra, and H(J1, J2) is a (H(J1), H(Jz2))-bimodule. Recall that we have a functor
A -mod — H(J)-mod, V — V7 := {v € V|Jv = 0}.

If H is an algebra with unit equipped with a morphism Ay : H - H®?2 and a: H — D
is a morphism of algebras with unit, we define for each n > 1 and each pair of words w,w’
in the free magma generated by 1,...,n containing 1, ..., n exactly once (recall that a magma
is a set with a non-necessarily associative binary operation) the Hecke bimodule

H' (D, H) == H(D @ H®"|Jy, Ju),

(or simply Hw’“’/) where J, C D ® H®" is the left ideal generated by the image of (a ®
AY)oAy : Hy — D® H®". Here H; = Ker(H % k) and for example Agl)s = (213) 0
(Ag ®idg) o Ay, etc. We have products HYw' @ HY' W' s Hww"  We denote the Hecke
algebra H™“ by H (D, H) or H"; we denote by 1,, its unit. We denote by (H“*")* the
set of invertible elements of Hw’w,, i.e., the set of elements X such that for some X' €
HY' W X'X =1y, XX’ =1,. The symmetric group S, acts on the system of bimodules
H®™' by permuting the factors, so we get maps Ad(c) : H¥™' — HI@oW) (where
o(w) is the word w, where i is replaced by o(7)). If wo = ((12)...)n, we define an algebra
structure on @yeg, HY7(Wo)g by (Xoes, hoo)(Dres, hrT) = >, 1cs, ho Ad(0)(h])oT.
Then Uyeg, (HY07W0) X o C @,eg, HY7(W0) g is a group with unit 1,,. We have an exact
sequence 1 — (H™0)* — U,eg, (H@07(w0))*Xg — G, but the last map is not necessarily
surjective (and if it is, does not necessarily split).

If H is a quasibialgebra, then ®p gives rise to an element of H'(?3:(12)3(D ), which
we also denote ®p; similarly <I>I_1,1 gives rise to the inverse (w.r.t. composition of Hecke
bimodules) element &' € H(1231(23) (D, H). We have algebra morphisms H'?(D, H) —
HU23(D, H) induced by X — X123 = (idyg ®(Ag @ idg) o Ax)(X) (0 is the index
of D) and similarly morphisms H'?(D, H) — H>*"3)(D, H), X ~ X%213 H'2(D H) —
HYD,H), X — X% and X%%! etc. If moreover H is quasitriangular, then Ry €
H2Y12(D,H), R, € H??(D,H), so in that case Uyes, H*0 7)o — S, is surjec-
tive, and we have a morphism B,, — I_Igeanwo’”(“’O)o such that the composition B,, —
Uges, H¥07(wo)g — S, is the canonical projection.

Definition 5.6. If H is a QTQBA, an elliptic structure on H is a triple (D, A, B), where
D is an algebra with unit, equipped with an algebra morphism a : H — D, and A, B €
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H2(D, H) are invertible such that A%H0 = A0t — BO.10 — BO.BL — 15 @ 1y,
A0,12,3 — R?{J(@2H71,3)71A072,13@?{,173R}{72(¢}{,273)71A071,23®1H72,3’ (41)

RBO-12.3 (Rlqu) 1(©21,3)71B0,2713®%’1,3(Riil)fl(®22,3)71B0,1723(I’}}2,3 (42)
and
(30123 R21( 213) 1A0213<I>213R12)
H
— ((R}{Q) (@?{,173) 1B0,2,13(I)§{,173(R?{71) 1,A0,12,3) — (@}{)273)_1R§{72R?{73¢}{)273

(identities in H2)3 (D, H)).

The pair of identities (41), (42) is equivalent to

2,1 40,2,1 p1,2 40,1,2 _ 3,12 40,3,124,3,1,2 p2,31 40,2,31 52,3,1 1,23 40,1,233,1,2,3 _
RH A021RH A012 _ 17 RH A0312q)H RH A0231q)H RH A0123q)H _ 1’

and
(RL2)~1p02 I(R =102 — 1 (R1)123g0312g3 12 (Ro1)312 g0231428. 1 (p-1y23,1 g0.1.23gL23 _

H H H H H H H =5
so the invertibility conditions on A, B follow from (41), (42).

If F € H®? is invertible with (ey ® idy)(F) = (idg ®eg)(F) = 1g, then the twist of
H by F is the quasi-Hopf algebra FH with product mp, coproduct AH( )= FAg(z)F~ 1,
R-matrix Ry = F>'Ry F~! and associator @y = F23FL23¢  (FL2F123)~1 Ifq: H — D
is an algebra morphism, it can be viewed as a morphism “H — D, and we have an algebra
isomorphism H(?3(D, H) — HU23(D,"H), induced by X + FL2F012x(F12F0:12)~1
(more generally, we have an isomorphism of the systems of bimodules 'H“““’,(D,H ) —
HYw' (D, PH) induced by X — F,XF,,! for suitable F,).

If (D, A, B) is an elliptic structure on H, then an elliptic structure “H is (D, A, B), where
A _ F1’2F0’12A(F1’2F0’12)_1 and B _ F1,2F0,1QB(F1,2F0,12)—1

An elliptic structure (D, A, B) over H gives rise to a unique group morphism

Bin — Uees, M) (D, H)*o

such that
o; (@g(12)3)mi71)’i,i+1) R 1+1( it 1)<I>(((12)3) i—1).4, i+

A; (I);{’liAO,(((lQ)ZS)...i—l),(i...(n—l,n))CI)H’i’ B; — (I)}T{’i‘BO,(((12)3)...z—1),(z...(n—l,n))(I)H’i7

where S
(I)H,i _ (b(h(rl2)...171),z,('LJrl(m(nfl,n)))“.(I)gIZ)...an)mfl,n;

here we have for example 2((1?)3) = (Ay ® idy) o Ay(z) for z € H.

If g is a Lie algebra and t; € S?(g)? is nondegenerate, then H = U(g)[[h]] is a QTQBA,
with mg, Ay are the undeformed product and coproduct, Ry = es/2 and & = @(hté’Q, htﬁ’
where ® is an 1-associator. The results of next Section then imply that (D, A, B) is an el-
liptic structure over H, where D = D(g)[[A]] (D(g) is the algebra of algebraic dlfferentlal
operators on g) and A, B are glven by the formulas for Ay, By w1th t replaced by ht
replaced by h)" Xq (e +€2), y replaced by hY_, 0 @ (el +€2).

w
~—

Remark 5.7. If H is a Hopf algebra, we have an isomorphism
H“(D,H) ~ (D& H®"1)H
where the right side is the commutant of the diagonal map H — D ® H®"" !, h +— (a ®
id%”_l)oAg?) (h). This map takes the class of d®h1®...®hy,, to da(SH (hgln)))@)hls’g (h%”‘“)@
. @hp_1S (BD) (Sy is the antipode of H). So A, B identify with elements A, B € (D®H)H
the conditions are then
A012 _ RileO’QR}}QAO’l, BO12 _ ( ) 1150, 2( ) 1501



UNIVERSAL KZB EQUATIONS 43

(30712,R?{’1A0’2R}{’2) _ ((R}{’2)713072(R12q’1)71,A0712) _ (R?fR}fR%zR?;OR%lR12q’3)~’172'§’
(conditions in (D ® H®2)H) where the superscript B), xZ"™1 — B,,_; xZ"~! is the map
o ® ... x3 — Sy(xo) @ Sy (r1) @ v2SH(x3).

Moreover, the morphism PB,, — (H%)* ~ (D ® H®" 1) factors through PB,, —
PB,_1 xZ" ! — (D® H®" 1) where: (a) the first morphism is induced by Z"~! x B/, —
Z" ' x B,_1 (where B], = B,, x5, S,_1 is the group of braids leaving the last strand fixed),
constructed as follows: we have a composition B} ; — m((P')"™! — diagonals/S,) —
71 (C" — diagonals /S,,) = B,,, where the first map is induced by C C P!, and the middle
map comes from the fibration C* — diagonals — (P1)"*! — diagonals — P!, (21, ...,2,) —
(21, -y 2n,00) and (21, ..., Zn+1) — 2n+1 [the second projection has a section so the map
between ;s is an isomorphism|; viewing Z"~! x B/, Z"~! x B,,_; as fundamental groups
of configuration spaces of points equipped with a nonzero tangent vector, we then get the
morphism Z"~! x B!, — Z"~! x B,,_; (which does not restrict to a morphism B/, — B,,_1);
(b) the second map is induced by the standard map PB,,_; xZ"~! — (H®"~1)* induced by
Ry =Y, 7., ®r/ and the map taking the ith generator of Z" ! to 1®... @ uSg(u) ®...®1,
where u = Y. Sy (r})r,, (see [Drl]). The morphism B, — Aut((H"°)*) = Aut((D ®

[e3%

H®"=1)H) extends the inner action of PB,, by

o rpn—ln.2n—1+01,.. n—2n..2n—1 pn..2n—1,n—110-2n—1,....n—1-it
On—1 - X = {RH X RH }

(where the superscript means that ¢ ®...Qza,_1 maps to oSy (T2n—1)® ... @Tn_1SH(T4)).
We have then Uycg, (HY7 (o))< ~ (D @ H®" 1)) xpp, B, (the index means that
PB,, C B, is identified with its image in ((D @ H®"~1)*)H).
Then if (A, B) is an elliptic structure over a : H — D, the morphism B,, — ((D ®
He 1)) H ypp B, extends to a morphism

E1,77, - ((D ® H®n_1)><)H ><IPBn Bn

via A; o AOL-im1 By BOLisl
This interpretation of H™° and of the relations between A, B can be extended to the case
when H is a quasi-Hopf algebra.

Remark 5.8. Let C be a rigid braided monoidal category. We define an elliptic structure on
C as a quadruple (£, A, B, F), where & is a category, F' : £ — C is a functor, and A, B are
functorial automorphisms of F(?)®7, which reduce to the identity if the second factor is the
neutral object 1, and such that the following equalities of automorphisms of F(M)® (X ®Y)
hold (we write them omitting associativity maps, as they can be put in automatically):

Av.xey =By, xAmyBxyAm x,

—1 —1
By, xey = Bx yBum,y By xBu x

(Bum,xov, By.xAmyBx,y) = (By x Buy Bxlys Am xey)
= 6(M®X®Y)*,Y6Y7(M®X®Y)* CCaNMRX®Y ;s

where cany € Home(1, X ® X*) is the canonical map and the r.h.s. of the last identity is
viewed as an element of End¢(M ® X ® V') using its identification with Home(1, (M @ X ®
Y)®@ (M ®X ®Y)*). An elliptic structure on a quasitriangular quasi-Hopf algebra H gives
rise to an elliptic structure on H-mod. An elliptic structure over a rigid braided monoidal
category C gives rise to representations of By, by C-automorphisms of F(M) @ X®n~1,

6. THE KZB CONNECTION AS A REALIZATION OF THE UNIVERSAL KZB CONNECTION

6.1. Realizations of t; ,. Let g be a Lie algebra and t4 € S2(g)? be nondegenerate. We
denote by (a,b) — (a, b) the corresponding invariant pairing.

Let D(g) be the algebra of algebraic differential operators on g. It has generators x,, Jq,
a € g, and relations: a — x4, a — J, are linear, [Xq,Xp] = [Oa, O] = 0, [04,Xp] = {(a, b).
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There is a unique Lie algebra morphism g — D(g), a — X, where X, := > X[q.c.] Oca
and tg = Y eq ®@eq (it is the infinitesimal of the adjoint action). We also have a Lie algebra
morphism g — A, := D(g) @ U(g)®", a— Y, == X, @1+ 1@ (3, a?). We denote by
g4 the image of this morphism. We denote by H,,(g) the Hecke algebra of (A,,, g1#8). It is
defined as the quotient {z € A, |Va € g, Yoo € A,g88} /A, g%, We have a natural action
of S, on An, which induces an action of S,, on H,,(g).

If (V;)i=1,... n are g-modules, then (S(g)® (®}-,V;))? is a module over H,(g). If moreover
Vi=..= Vn, this is & module over H,(g) % Sp.

Proposition 6.1. There is a unique Lie algebra morphism pg : t1, — Hn(g), Ti —
Yo Xa ®eg), Ui =000 ® eg), tij—1® tgij) (we set Xo 1= Xe,, ; On := Oe, ).

Proof. The images of all the generators of t; ,, are contained in the commutant of gdia
in A, therefore also in its normalizer. According to Lemma 2.1, we will use the following
presentation of t1 . Generators are Z;, §;, t,5, relations are [Z;, Z;] = [7;,7;] = 0, (%, U] = ti;
( 75 j) ij = t]“ Z T = 21 i =0, [i'i7t7jk] = [giv 7]1@] =0 (Z Jvk diStinCt)

The relations [Z;, Z;] = [Us, §;] = 0, [T, y;] = tij (i # J), tij = t;; and [z, k] = (Ui, k) =
0 are obviously preserved. Let us check that ) . Z; = >, ; = 0 are preserved.

We have
Zpg(jl) = ZXQ ®(Z eg)) = Z(Xa ®1)(Ya - on ® 1)

——Zxax ®1—era Xfew,eq] Oey @ 1 =10
a,B

since x, commutes with xp._ ., and > ;e ® eg = t4 is invariant. We also have

Zpg vi) = 23 ® Z )= Z(%@l)(Ya—Xa@l)zZaaxam

[e3

= - Z 8ea Xlea, eﬁ] eg — Z<ea7 [eou eﬁ e/g Zx[e es] 8ea 88/37

a,B a,B
since tg4 is invariant and (—, —) is symmetric, we have ) _(eq,[€qa,€g]) = 0 for any 3, and
since [Oe,, , O, = 0, we have Zaﬁ X[eye5) OeaOeg s SO > i pre(yi) =0. O

6.2. Realizations of t; , x 0. Let (g,ty) be as in Subsection 6.1. We keep the same nota-
tions.

Proposition 6.2. The Lie algebra morphism pg : t1,, — Hn(g) of Proposition 6.1 extends
to a Lie algebra morphism t1, X0 — H,(g), defined by Ay +— —%(Ea 2)e1, X —
50, x2) @1, d— 3(3 4 %X 0a + 0axa) ® 1, and

n

Som =y D0 e e (D () - ad(eas,)ew) - €a) )

Qpyeee ;2 , O i=1
for m > 1. This morphism further extends to a morphism U(t1 , X 0) % S, — Hy,(g) X Sy

by o — 0.

Proof. We have

1 ,
[pg(d2m), pg(Z:)] = 3 Z Xay * " Xagm Xg ®leg, ad(€q,) - - ad(e%m)(ea)ea](l)
A1, ,02m,0,0

2m

= 1 Z Xag *** Xasm X8 ®Z (ad(eal) ---ad([es, ea,)) - - 'ad(eam)(ea)ea)(i) —0

Q1,..0,Q2m 0,3 £=1
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the second equality follows from the invariance of tg4, and the last equality follows from the
fact that the first factor is symmetric in (3, a) while the second is antisymmetric in (3, o).
pg Preserves the relation [da.m,, £:;] = [£:;, ad(Z;)*™ ()], because Pg(G2m~+> 2 ad(z;)?™ (t5))
belongs to D(g) ® Im(A™ : U(g) — U(g)®"), where A(™ is the n-fold coproduct and U(g)
is equipped with its standard bialgebra structure.
Now

aom)ope@] =5 3 (D00 ] @ e ad(en,) - (e, ) o) P e

a1, ,0om,,3 J

X+ Xm0 © e, 8(eay) -+~ 8 )€a) - 0] )

2m
1 ~ i . .
= B § § ( § Xay * KXoy Xagy, ®e((ll)ad(ea1) e -ad(ea2m)(ea)(j)eg)
5

=1 a1,...,02m,Q

+Xa;y **Xag,, O @ ad(€q, ) - -ad([eg, eay]) ad(eazm)(ea)(i)eg))

% Z Z Z (Xal o Ray  Xag,, € l)ad(eal) ad(eo&m)(ea)(j)egyj)
=1 oy

ooy Q2m, Q0

— Xay Kay  Xay, ®ad(ea,) - .ad(%m)(ea)(i)eg)eg)).

The term corresponding toj=1is

9 Z Z Xay Koy " Xagy, @lea;; ad(eay) - ad(ea,,, ) (€a) - ea](i)

=1 a1,...,02m,

It corresponds to the linear map S?™~1(g) — U(g), such that for = € g,

Z‘2m—1 s % Z Z[eﬁ, ad(x)pad(eg)ad(x)q(ea) . ea]

p+g=2m—1 o,

= % Z Z ad(x)Pad([eg, x])ad(x)?ad(eg)ad(z)" (eq) - €a

a,B pt+q+r=2m-—2
+ ad(z)Pad(eg)ad(x)?ad([eg, x])ad(x)" (eq) - €a
since pu(tg) = 0 (1 : g®2 — g is the Lie bracket) and ¢4 is g-invariant. Now this is zero since
tg =) 5 €p ® eg is invariant.

The term corresponding to j # i corresponds to the map S?™~1(g) — U(g)®", such that
forxeg

2l —% 33 ((ade) ™ (adep) (ada)> ™ (ea) - ea) el — (i < )

=1 a,0
2m , ‘
= 2SN Y () (e ea)) - (ade* (o)) Ve — (i > 5)
=1 o3
2m ‘ -
= %D—l)l‘l 3 ((adz) " (ep) - (adz)*™ ! (ea)) Vfea, es] D) — (i )
=1 ap

N
3

('Y ((ada)' " (ea)) e, Y ((ada)? ™ (e5)) V],

a B

which coincides with the image of %Zp—‘,—q:Qm—l( 1)?[(adz; )P (ti5), (ad@; )9 (ts5)]-
It is then clear that pg preserves the commutation relations of Ag, X and d with d2,,. O

N —
—~
Il
—
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6.3. Reductions. Assume that g is finite dimensional and we have a reductive decompo-
sition g = h ® n, i.e., h C g is a Lie subalgebra and n C g is a vector subspace such that
[h,n] C n; assume also that ty =ty + t,, where ¢ty € S%(h)" and ¢, € S%(n)".

We assume that for a generic h € b, ad(h)|, € End(n) is invertible. This condition is
equivalent to the nonvanishing of P()) := det(ad(AY)},) € S¥™"(h), where A — AV is the
map h* — b, with AV := (A ®1id)(¢y). If G is a Lie group with Lie algebra g, an equivalent
condition is that a generic element of g* is conjugate to some element in h* (see [EE]).

Let us set, for A € h*,

r(A) = (id@(ad X)) (),
Then 7 : b}, — A*(n) is an h-equivariant map (here b}, = {\ € b*|P()) # 0}), satisfying

the classical dynamical Yang-Baxter (CDYB) equation
CYB(r) — Alt(dr) =0
(see [EE]). Here for r = Y _ a0 ® by ® £y € (n®2 @ S(h)[1/P])", we set CYB(r) =
Za)a/([aaaaa’] ® by ® bo + aa ® [ba;aa’] ® by + o @ Gy ® [ba;ba’]) & gaéa’; dr :=
>, Qo @ by @ dl,, where d extends S(h) — h® S(h), 2% — kz @ 2! and Alt(X ® () =
(X + X231 4 X312) @ 0.
We also set
D) = (id@(ad AY) ) (tn)-
We write Y(A) = >, Aa @ Ba @ Lq.

Let D(h)[1/P] be the localization at P of the algebra D(h) of differential operators on
h; the latter algebra is generated by Xy, On, h € b, with relations h — X, h — 0O linear,
[)?h,f(h/] = [8h,8h/] =0, and [8h,ih/] = <h, h/>. B B

Set B, := D(h)[1/P] @ U(g)®". For h € b, we define X, := ", X(.5,10n, € D(h), where
ty = >, h, @ h,. We then set V3, := Xj, + > 1 h(¥. The map h — B, is a Lie algebra
morphism; we denote by hd1#8 its image.

We denote by H,(g,h) the Hecke algebra of B, relative to h41#8. Explicitly, H,(g,h) =
{x € Bp|Vh € b, Yyz € B,hdi28} /B, piag,

Proposition 6.3. There is a unique Lie algebra morphism

Pa.b t tin — Halg, h),
such that T; — Y, X, ® WD g — 3,0, ® h) ¢ 2i2ala® aby) tij — téij). Here
P = X la (V) (a0 © ba)-

If V4, ..., V,, are g-modules, then S(h)[1/P]® (®;V;) is a module over D(h)[1/P]@U(g)®",
and (S(h)[1/P] ® (®;V;))" is a module over H,(g,h).

Moreover, we have a restriction morphism (S(g) ® (®;V;))? — (S(h)[1/P]® (@V;))". Note
that (S(g) ® (®;V;))? is a t; ,-module using the morphism t; , — H,,(g), while (S(h)[1/P]®
(®V;))? is a t; ,-module using the morphism ti,n, — Hn(g,h). Then one checks that the
restriction morphism (S(g) ® (®;V;))® — (S(h)[1/P] ® (®V;))" is a t; ,-modules morphism.

Proof. The images of the above elements are all h-invariant. To lighten the notation, we
will imply summation over repeated indices and denote elements of B,, as follows: 9, ® 1 by
Dy, % @1 by (A, k), 1@ 2@ by ' Then pgp (%) = (AV)?, pa.p(7i) = —hid, + Z?Zl r(\)¥
(here for z ® y € g®2, (z @ )" = a'y?).

We will use the same presentation of El,n as in Proposition 6.1. The relations [Z;, ;Ej] =0
and t;; = t;; are obviously preserved.

Let us check that [Z;,7;] = t;; is preserved. We have for i # j, [pg.6(Z:), pg,p(Y;)] =
(@ hy, —h0, + 32, r(N)F] =t + [N r(N)7] =t + 1 =t = pgp (L)

Let us check that ) . Z; = >, 7; = 0 are preserved. We have ) . pg(Z;) = 0 by the
same argument as above and >, pg.n(¥:) = Y_;(AV)* (by the antisymmetry of r(\)), which
vanishes by the same argument as above.
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Let us check that [g;,7;] = 0 is preserved, for i # j. We have
[0g.0(5i): Pa.b (15)]
= > (=h @)Y + B 0,r)™ + [N, (W] + [rN)*, r(AVE] + [r(V) ™, r(0)77])
K|k,
[(hi + 1), (A)ij] = [h, 00, T )] + (R0, r (V)] + [F(N) Y, 7 (N + 7(N)7]
(> BE@rONY) + (B, + 1)y, r (VY] = 1,00, 7 (N7 + (W0, (N ] + [F(N) 7, 7 (V) + (X))
k|k#i,j
= (0r(N)7 (=hi, — bl — X)) + [(hi, + b)) 0y, 7(N) ] = B (Dur (X)) + L, (Dyr(N))"
+ [rN)7, )"+ r(N7] = [y, + B, r(N)Y]0, — (0 (V) X,
+ [y, + bl By ()] = By, (80 (X)) + R, (Dyr(N)™ + [r(A)7,r(A)" + (X)),
The second equality follows from the CDYBE and the antisymmetry on r(\). Then
(B, + b, (N 710, = (@ (M) Xy = ([hy + hl, (A7) = 0ur (NN, [, b)) B = 0
using the h-invariance of 7()\). Applying z'y7 2% — 2%(y2)’ to the CDYB identity
()7 ) E]+ [r ()7, ()] 4 [r (), 7(N)*] = i, 0y r (A + B0y (W)™ = h,0,r(N)7 = 0,
we get

(1/2) Ze U3(Naa, ag)'[ba, bl + [r(\)7,7(\)*] = b, (0yr(N) + [h], 0,r(N)] = 0.

Since r(A) is antisymmetric, the sum (1/2) >, ;... is symmetric in (4, j); antisymmetrizing
n (Zaj)a we get
[, + 1y Bur ()] = By, (8 (M) + 1, (Dur(A)™ + [r(\)7,r(A)" 4 r(A)] = 0.

All this implies that [pg,n (i), pg,p(7;)] = 0.

Let us check that [z;,¢;,] = 0 is preserved (i, j, k distinct). We have [pg 5 (Z:), pg,n(tk)] =
()] = 0.

Let us prove that [y;, ¢;,] = 0 is preserved (4, j, k distinct). We have [pg.p (i), pg,n(tk)] =
[—hid, + 3, r(N© 8] = [r(\)F + (A%, #F] = 0 because tg4 is g-invariant. O

Proposition 6.4. If Vi, ..., V,, are g-modules, then (S(h)[1/P]®(®,;V;i))? is a ty ,, x0-module.

The t1 n-module structure is induced by the morphism t1 , — Hy, ( b) of Proposition 6.3, so
p(‘/i)(fvi)(f()‘) ® (®ivi)) = ()\\/) (f(A ) (®1U1))7
pvy (@) (F(N) ® (@503)) = (=hi,d, + Z ) ® (®ivs)),

pvi) (i) (f(A) ® (®v5)) = t?(f(/\) ® (®ivi)),

and the d-module structure is given by

pv) (O2m) (f () ® (®ivs)) = %(Z{(ad AV (ea) - ea} ) (F (V) @ (®iv:)),

pviy(Ao)(f(N) @ (®ivi))
= (= 38+ S0 (0), B + {30 — 2 (ad X)L ((r D))} 2 ) (FO) ® (@30),

Py (D) (f(N) © (@) = %(0\, h)Oy + Ou (A hu) + (u(r(N), M) (F(A) @ (®ivi)),

Py (X)(F(N) @ (@50:)) = (1/2)(AY, M) (F(N) @ (@403))-
Here x, is the projection of x € g on n along b.
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To summarize, we have a diagram

i —  Ha(g,h) — End((S(h)[1/P]@(®:V7)))
N W1 /
tl,n X0

As before, the restriction morphism (S(g) ® (®:V;))¢ — (S(h)[1/P] ® (®,;V;))" extends to a
t1,, x 0-modules morphism.

The action of t; , x 0 factors through a morphism pgp : t1,, X 0 — Hy(g,h) extending
Pab : tin — Hn(g,h) (denoted by (1) in the diagram).

Proof. Let A € bJ,,. Then if V is a g-module, we have ((’A)g*)\ @ V)8 = (O @ V)P
(where Ox , is the completed local ring of a variety X at the point z). We then have a
morphism €, X 0 — H,(g) — End((Og- » ® (2;4))8) for any A € g*, so when \ € Breg We
get a morphism ¢, X 0 — End(((’jh*)\ ®@ (®;Vi))h).

Let show that the images of the generators of t; ,, % 0 under this morphism are given by
the above formulas.

Since the actions of z;, t;; and X on ((’A)g*)\ ® (®;V;))? are given by multiplication by
elements of ((’A)g*)\ @U(g)®™)?, their actions on (O \ ® (®;V;))? are given by multiplication
by restrictions of these elements to h*.

Let us compute the action of g;. Let f(A) € (Oy+ 2®(®:Vi))? and F(A) € (Oge A&(2;V;))9
be its equivariant extension to a formal map g* — ®;V;. Then for x € n, we have (9.~ +
S ad AY) " H@))(F(N))jp- = 0 (the map z ~— 2" is the inverse of g* — g, A > AY). Then

pviy (H) (f(A)) = ( =0, + 32, e ((ad AV)_l(eﬁ))j)f(/\) = (=hy, 00 + 22, r(N)7)(F (V).

Let us now compute the action of Ag. Let A\g € h* be such that Ay € U and X\ € g* be
close to A\g. We set 6\ := A — Ag. We then have \ = e2%(\g + h""), where 2 € n and h € b
are close to 0. We have the expansions

= (60 + N (G (XY,

7 = —(ad N (60 + [ AR GNY), (V] + 5 ad A0, (A1)

up to terms of order > 2; here the indices u, and uy mean the projections of u € g to n and
h. If now f (A : b* D V(X,b*) — ®;V; is an h-equivariant function defined at the vicinity
of A\g and F()\) 1 g* D V(No,g%) — ®;V; it its g-equivariant extension to a neighborhood of
Ao in g*, then F(A) = (e*)""f(\o + h), which implies the expansion

FO) = F0) + (000 + 5 {Iad M) (e, ], ) (0X)5(5X) )0 F o) + 5 (500 (5105, F )
(= (AN (Es) 0N)5 — (ad X))~ (ad N (e), ) (50 (50)5
- %(ad At ((ad AY) 1 (es), e ) (6) 5 (6X) 5 + %(ad A (e) (ad Ay );1<ea/><5x>ﬁ<wﬁ/)1"'”f(Ao>

— (ad AY) (es) " (63 (60), 0, f(No)

up to terms of order > 2.
Then

(B2F) (M) = (821) (M) + ([(ad A5 ), (e), 5], )0y F (M)

# (= AN AN (es).esla) + ((ad ) es))?) T FM).

which implies the formula for the action of Ag.
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Then (S(h)[1/P] @ (@iVi))" C [Trep- (Oy+ 2 @ (@;V;))" is preserved by the action of the
generators of {17,1 x 0-module, hence it is a sub—(il,n x 0)-module, with action given by the
above formulas. O

6.4. Realization of the universal KZB system. The realization of the flat connection
d—>, Ki(z|r)d zi— A(z|7) d 7 on ($ x C") —Diag, is a flat connection on the trivial bundle
with fiber (Ohifeg ® (®;V;))".

We now compute this realization, under the assumption that h C g is a maximal abelian
subalgebra. In this case, two simplifications occur:

(a) (ad /\V)(h ) = 0 since b is abelian,

(b) [(ad )\V) Y(ep), ep]n = 0 since [(ad AV ) (ep), e5] commutes with any element in b, so
that it belongs to b.

The image of K;(z|7) is then the operator

K" (z|r) = hio, — >N+ Y k(zig, (ad X)) + )
J Jli#i

N i 9(21] + (ad )‘v)l|7—) ij 0’ ij
=hid, —r(\)" + Y B A A0y ) > 5l

jlii i
The image of 271 A(z|7) is the operator
1 1
2mi AV (z|7) = 583+§<[(ad/\v)_ (es),es], hu)0u — ¢(0,0|T) Z ~ty

1 7
+ Z 5([g(zij,ad)\v|7) — (ad AY)"%](ep)) eﬁ + Z 9(zij,0|T)RL R,

and the connection is now
v =d ="K (zlr) - AV (2]7).

Recall that P(\) = det((adAY)[,). We compute the conjugation P1/2V(V0) P~1/2  where
P*1/2 i the operator of multiplication by (inverse branches of) P*!/2 on Oy, = ® (@:V;)".
Lemma 6.5. 9,log P(\) = —(h,,u(r(\)), PY2[hi0, — r(\)*]P~/2 = hi0,, P02 +
([(ad )7 (e5). eal, A )OIPY2 = 82 + 0, (s, u(r(N))) = (hus Su(r(W)E.

Proof. 0, log P(X\) = (d/dt),— odet[(ad(/\v+thl,)|n)(ad /\V)fnl] = tr[(ad by )n0(ad )\V)‘;l] =
(eg, (ad hy) o (ad /\V) Yep)) = ([(ad )\V) Yep),ep], hy) = —(hy, u(r(N\))). The next equality
follows from pu(r(A\))? = 2r(\)®. The last equality is a direct consequence. O

We then get:

Proposition 6.6. PY/2V(V)P~1/2 =d -3 K,(z|7)d 2 — A(z|r) d 7, where
+ (ad A7) . 0’

Z ..
z|T) = h' 0, + E ) , ) + E — (25|t
( | ) = 0 Z”|7_) ((ad)\\/)1|7')( ) = 0( ]| ) h

oriA(z|T) = %aﬁ+ay(<hu,%u(r(k))>) —<hué (r(M)))* = 9(0,0l7) Z 5t

+Z%((g(zij,ad)\v|7) (ad \V)~2 ) eﬁ —|—Z 9(2i5,0|T) hihd,

where Lo 5
7]
(. 007) = 55 (o) =271 ()
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and
9(2+OZ|T) 9—(Z+OZ|T)—%(04|T))

2 _ li(
26(x|T)0(a|T) " 6

g(z,a|T) —
The term in ), (1/2)ty is central and can be absorbed by a suitable further conjugation.

Rescaling t4 into = 't4, where x € C*, K;(z|r) and A(z|r) get multiplied by x. Moreover,
we have:

Lemma 6.7. When g is simple and b C g is the Cartan subalgebra, 0,{(h,, 3u(r(\)))} =
(hu, 31u(r(X))?.

Proof. Let D(X) := [[,ca+(a, A), where AT is the set of positive roots of g. Then D(\)
is W-antiinvariant, where W is the Weyl group. Therefore 92D()) is also W-antiinvariant,
so it is divisible (as a polynomial on h*) by all the (a, \), where a € A™| so it is divisible by
D(\); since 92D()) has degree strictly lower than D(\), we get 92D()\) = 0.

Now if (€q, fa; ha) is a basis of the sly-triple associated with o, we have r(A) = Y -+ —(€a®
fa—fa®ea)/(a, A), 50 u(r(N) = =3 ca+ ha/(a, A). Therefore 21u(r(X)) = —8, log D(A)h,.
Then 92D()\) = 0 implies that 92 log D + (9, log D)? = 0, which implies the lemma. O

The resulting flat connection then coincides with that of [Bel, FW].

7. THE UNIVERSAL KZB CONNECTION AND REPRESENTATIONS OF CHEREDNIK ALGEBRAS

7.1. The rational Cherednik algebra of type A,_;. Let k be a complex number, and
n > 1 an integer. The rational Cherednik algebra H,, (k) of type A, _1 is the quotient of the
algebra C[S,] X C[x1, ..., Xn, ¥1, ---, ¥n] by the relations

in =0, Z}%‘ =0, [Xiaxj] =0= [Yu}’j];

1 .
[Xi7Yj] = E - kslja 1 7& Js
where s;; € S, is the permutation of i and j (see e.g. [EG]). °
Let e := LY s, 0 € C[S,] be the Young symmetrizer. The spherical subalgebra By, (k)
(often called the spherical Cherednik algebra) is defined to be the algebra eH, (k)e.
We define an important element

1

K3

We recall that category O is the category of H,, (k)-modules which are locally nilpotent under
the action of the operators y; and decompose into a direct sum of finite dimensional gener-
alized eigenspaces of h. Similarly, one defines category O over B, (k) to be the category of
B,,(k)-modules which are locally nilpotent under the action of C[yy, ..., y,]*" and decompose
into a direct sum of finite dimensional generalized eigenspaces of h.

7.2. The homorphism from El,n to the rational Cherednik algebra.

Proposition 7.1. For each k,a,b € C, we have a homomorphism of Lie algebras &qp :
t1,, — H,(k), defined by the formula

_ 1
I; —axg, Y — by, tijr—ab (— - ksij) .
n

Proof. Straightforward. a

5The generators Xq,dq Of Section 6.1 will be henceforth renamed qq, pa-
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Remark 7.2. Obviously, a,b can be rescaled independently, by rescaling the generators Z;
and g; of the source algebra t;,. On the other hand, if we are only allowed to apply
automorphisms of the target algebra H, (k), then a,b can only be rescaled in such a way
that the product ab is preserved. O

This shows that any representation V' of the rational Cherednik algebra H, (k) yields a
family of realizations for t; , parametrized by a,b € C, and gives rise to a family of flat
connections V, ;, over the configuration space C(E;,n).

7.3. Monodromy representations of double affine Hecke algebras. Let H,(q,t) be
Cherednik’s double affine Hecke algebra of type A,,_1. By definition, H,(q, t) is the quotient
of the group algebra of the orbifold fundamental group By ,, of C(E,,n)/S,, by the additional
relations

(T—q ')(T+q 't =0,
where T is any element of El)n homotopic (as a free loop) to a small loop around the divisor
of diagonals in the counterclockwise direction.

Let V be a representation of H,(k), and let V, (V) be the universal connection V,
evaluated in V. In some cases, for example if a,b are formal, or if V is finite dimensional,
we can consider the monodromy of this connection, which obviously gives a representation
of H,(gq,t) on V, with

qg= e—27'riab/n t = e—Qﬂ'ikab
= , t= .

In particular, taking a = b, V = H,(k), this monodromy representation defines an homo-
morphism 6, : H,(q,t) — H,(k)[[a]], where

q= e—Qﬂ'iaz/n’ t = e—27‘rika2.

It is easy to check that this homomorphism becomes an isomorphism upon inverting a. The
existence of such an isomorphism was pointed out by Cherednik (see [Ch2], end of Section
6, and the end of [Chl]), but his proof is different.

Example 7.3. Let k = r/n, where r is an integer relatively prime to n. In this case, it
is known (see e.g. [BEG1]|) that the algebra H, (k) admits an irreducible finite dimensional
representation Y (r,n) of dimension r"~t. By virtue of the above construction, the space
Y (r,n) carries an action of H,(q,t) with any nonzero q,t such that ¢" = t. This finite
dimensional representation of H,(q,t) is irreducible for generic q, and is called a perfect
representation; it was first constructed in [E|, p. 500, and later in [Ch2|, Theorem 6.5, in a
greater generality.

7.4. The modular extension of £, ;. Assume that a,b # 0.

Proposition 7.4. The homomorphism &, can be extended to the algebra U(ti, x0) xS,
by the formulas
€ab(sij) = sij,

1 1 —1 2
§ap(d) =h= 3 Z(Xi}’i +yixi), Cap(X)= —§ab ;xi,

1 1
fa,b(AO) - iba_l Zy?, fa,b(62m) - _§a2m_1b_1 Z(XZ — Xj)Qm.
i i<j
Proof. Direct computation. |

Thus, the flat connections V,; extend to flat connections on M p,).
This shows that the monodromy representation of the connection V,;(V'), when it can
be defined, is a representation of the double affine Hecke algebra H,,(¢,t) with a compatible

action of the extended modular group SL2(Z). In particular, this is the case if V =Y (r,n).
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Such representations of SL2(Z) were considered by Cherednik, [Ch2]. The element T of
SLo(Z) acts in this representation by “the Gaussian”, and the element S by the “Fourier-

Cherednik transform”. They are generalizations of the SLa(Z)-action on Verlinde algebras.

8. EXPLICIT REALIZATIONS OF CERTAIN HIGHEST WEIGHT REPRESENTATIONS OF THE
RATIONAL CHEREDNIK ALGEBRA OF TYPE A, _1

8.1. The representation V. Let N be a divisor of n, and g = sl (C), G = SLy(C). Let
Vy = (Clg] ® (CV)®™)8 (the divisor condition is needed for this space to be nonzero). It
turns out that Vi has a natural structure of a representation of H, (k) for k = N/n.

Proposition 8.1. We have a homomorphism (n : H,(N/n) — End(Vy), defined by the
formulas

(N(sij) = sij, (N(xi) =Xi, (n(yi) =Y, (i=1,..,n)
where for f € Vi, A € g we have

(Xif)(A) = Aif(A),

i) =~ Z(bp»g—g;m),

n

where {by} is an orthonormal basis of g with respect to the trace form.
Proof. Straightforward verification. O

The relationship of the representation Vi to other results in this paper is described by
the following proposition.

Proposition 8.2. The connection Va,l(VN) corresponding to the representation Vi is the
usual KZB connection for the n-point correlation functions on the elliptic curve for the Lie
algebra sly and n copies of the vector representation CV, at level K = -5 —N.

Proof. We have a sequence of maps
Uty x0) xS, = Hy(N/n) = Hyp(g) x Sp, — End(Vy),

where the first map is &,5, the second map sends s;; to s;5, x; to the class of Za Qo ® efl,
and y; to the class of >°_ po ® €/, (recall that the x4,8, of Section 6.1 have been renamed
da;DPa), and the last map is explained in Section 6.1. The composition of the two first maps
is then that of Proposition 6.2, and the composition of the two last maps is the map (n of
Proposition 8.1. This implies the statement. O

Remark 8.3. Suppose that K is a nonnegative integer, i.e. a = —m, where K € Z.
Then the connection V, 1 on the infinite dimensional vector bundle with fiber Viy preserves
a finite dimensional subbundle of conformal blocks for the WZW model at level K. Th
subbundle gives rise to a finite dimensional monodromy representation Vi of the Cherednik
algebra H,(q,t) with

q= e#ﬁl\’) ,t= qN’
so both parameters are roots of unity). The dimension of Vi is given by the Verlinde
N

formula, and it carries a compatible action of SLy(Z) to the action of the Cherednik algebra.
Representations of this type were studied by Cherednik in [Ch2].
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8.2. The spherical part of V. Note that

(CXDNA) = F(tr AN (A), (43)

(nw=(3) @ (a4

n

Consider the space Uy = eViy = (C[g]®S™C™)? as a module over the spherical subalgebra
B, (k). Tt is known (see e.g. [BEG2]) that the spherical subalgebra is generated by the
elements (Y x”)e and (3 y?)e. Thus formulas (43,44) determine the action of B,,(k) on Ux.

We note that by restriction to the set h of diagonal matrices diag(A1, ..., An ), and dividing
by A™N | where A = [Ti<;(Ai—A;), one identifies Uy with C[p]°~. Moreover, it follows from
[EG] that formulas (43,44) can be viewed as defining an action of another spherical Cherednik
algebra, namely By (1/k), on C[h]*N. Moreover, this representation is the symmetric part
W of the standard polynomial representation of Hy(1/k), which is faithful and irreducible
since 1/k = n/N is an integer ([GGOR]). In other words, we have the following proposition.

Proposition 8.4. There exists a surjective homomorphism ¢ : B, (N/n) — Bx(n/N), such
that ¢*W = Uy . In particular, Uy is an irreducible representation of B, (N/n).

Proposition 8.4 can be generalized as follows. Let 0 < p < n/N be an integer. Consider
the partition p(p) = (n —p(N —1),p, ...,p) of n. The representation of g attached to u(p) is
Sn—pPNCN,

Let e(p) be a primitive idempotent of the representation of S, attached to u(p). Let
UX = e(p)Vy = (Clg] ® S"PNCN)8. Then the algebra e(p)H,(N/n)e(p) acts on Uk, and
the above situation of Uy is the special case p = 0.

Proposition 8.5. There exists a surjective homomorphism ¢, : e(p)H,(N/n)e(p) — Bn(n/N—
p), such that gxW = UR.. In particular, UX; is an irreducible representation of B,,(N/n—p).

Proof. Similar to the proof of Proposition 8.4. 0
Example 8.6. p = 1, n = N. In this case e(p) = e_ = %desn e(o)o, the antisym-
metrizer, and the map ¢, is the shift isomorphism e_Hn(1)e— — eHn(0)e.

8.3. Coincidence of the two sl, actions. As before, let {b,} be an orthonormal basis of
g (under some invariant inner product). Consider the sly-triple

B 0 dim g
H = pra—bp +— (45)

(the shifted Euler field),
Z B E= A (46)

where Ay is the Laplace operator on g. Recall also (see e.g. [BEG2|) that the rational
Cherednik algebra contains the sly-triple h = 2 3 (x;y; + yixi), e = 3 >, vZ, f =1 >, x%.

The following proposition shows that the actions of these two sly algebras on Vi essentially
coincide.

Proposition 8.7. On Vi, one has

N n
h=H =—F, f=—_F.
3 e n 3 N
Proof. The last two equations follow from formulas (43,44), and the first one follows from

the last two by taking commutators. 0
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8.4. The irreducibility of V. Let A(n, N) be the representation of the symmetric group
Sy, corresponding to the rectangular Young diagram with N rows (and correspondingly n/N
columns), i.e. to the partition (%, ..., % ); e.g., A(n, 1) is the trivial representation.

For a representation m of Sy, let L(m) denote the irreducible lowest weight representation

of H, (k) with lowest weight 7.
Theorem 8.8. The representation Vy is isomorphic to L(A(n, N)).

Proof. The representation Vi is graded by the degree of polynomials, and in degree zero
we have Vi [0] = ((CN)®")8 = A(n, N) by the Weyl duality.

Let us show that the module Vi is semisimple. It is sufficient to show that Vy is a unitary
representation, i.e. admits a positive definite contravariant Hermitian form. Such a form
can be defined by the formula

(f,9) = (f(94),9(A))|a=0,

where (—, —) is the Hermitian form on (CV)®" obtained by tensoring the standard forms
on the factors. This form is obviously positive definite, and satisfies the contravariance
properties:

(Vif0) = (1, Xig), (f,Yig) = - (Xif),
The existence of the form (—, —) implies the semisimplicity of V. In particular, we have a
natural inclusion L(A(n, N)) C Vy.

Next, formula (43) implies that Vi is a torsion-free module over R := C[xy, ..., xx]|Y =
(C[E?]:l x?,2 < p < NJ. Since Vy is semisimple, this implies that Vi /L(A(n, N)) is torsion-
free as well.

On the other hand, we will now show that the quotient Viy /L(A(n, N)) is a torsion module
over R. This will imply that the quotient is zero, as desired.

Let v1,...,ux be the standard basis of C¥, and for each sequence J = (j1,...,4n), ji €
{1,..,N}, let vy := v, ® ... ® vj,. Let us say that a sequence J is balanced if it contains
each of its members exactly n/N times. Let B be the set of balanced sequences. The set B
has commuting left and right actions Sy and Sy, 0 * (j1, ..., jn) * T = (0 (7(1))s s T (Jr(n)))-
Let Jo =(1...1,2...2,..., N..N), then any J € B has the form J = Jy * 7 for some 7 € S,,.

Let f € Viy. Then f is a function h — ((CV)®")Y, equivariant under the action of Sy
(here h C g is the Cartan subalgebra, so ) = {(A1,..., An)| >, Ai = 0}), so

FO) =" fs(Nvy, (47)
JeB

where A = (A1, ..., An), and f; are scalar functions (the summation is over B since f(\) must
have zero weight). By the Sy-invariance, we have fy.;(c(A)) = f;()). We then decompose
FA) =2 0esi\n fo(A), where fo(A) =32 5c, fa(Mvy.

For each o € Sy \ B, we construct a nonzero ¢, € C[xq,....,X,] such that ¢, - fo(\)
L(A(n,N)). Then ¢ := [[,e5,\51l,esy 0(#0) € R is nonzero and such that ¢ - f(})
L(A(n, N)).

We first construct ¢, when o = o, the class of Jy. By Sy-invariance, f,,(A) has the form

n/N n/N
fuN =Y g(Ag(l),...,Ao(N))uf(lg ®...®U§W/), where g(\, ..., Ax) € C[A, ..., An].

oESN

S
S

For ¢, € C[x1,...,xn], we have
Boo Fos(N) = > (B000) A1)+ Ao(a) V1) ® o @ VI - (48)
oESN

On the other hand, let v € A(n, N); expand v = } ;.5 cyvs. One checks that v can be
chosen such that c¢j, # 0 (one starts with a nonzero vector v’ and J’ € B such that the
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coordinate of v" along J’ is nonzero, and then acts on v’ by an element of S, bringing J’ to
Jo). Then since v is g-invariant (and therefore Sy-invariant), we have

Co(1)...o(1)..o(N)...o(N) = CJp (49)
for any o € Sy.
If Q € C[xy, ..., Xp], then
Q- N =" > QN i )Vj, @ .. ® ), € L(A(n, N)). (50)
(Jl ~~~~~ jn)eB

Set Qo(A1, ..., Ap) == nga<b§n7j2¢jg(/\a —\p), where Jo = (1...1,..., N..N) = (59, ..., j9),

n 2
QQ()\l,...,/\N) = QQ()\l.../\l,...,/\N...)\N), SO QQ(/\l,...,)\N): (H1§i<j§N()‘i_>‘j))( /N) .
Set ¢Oo(/\17 ...,)\N) = QQ()\l, ....,)\N) and

QA1 s An) 1= Qo(A1s o An)q( A1, ANy 415 s AN —1) 2 11)-

Then (48) and (50) coincide, as: (a) for J ¢ o9, Qo(Aj,, ..., Aj,) = 0 so the coefficient of
vy in both expressions is zero, (b) the coefficients of vy, in both expressions coincide, (c)
for J € og, the coeflicients of v; coincide because of (b) and of (49). The functions ¢, are

constructed in the same way for a general o € Sy \ B. This ends the proof of the theorem.
O

Remark 8.9. Theorem 8.8 is a special case of a much more general (but much less elementary)
Theorem 9.8, which is proved below.

8.5. The character formula for Vy. For each partition p of n, let V(i) be the represen-
tation of g, and 7(u) the representation of S,, corresponding to u.

Let P,(q) be the g-analogue of the weight multiplicity of the zero weight in V' (x). Namely,
we have a filtration F'* on V (1)[0] such that F* is the space of vectors in V' ()[0] killed by the
i+1-th power of the principal nilpotent element » e; of g. Then P,(q) = >~ dim(F7/Fi=1)q’.
The coefficients of P,(q) are called the generalized exponents of V(1) (see [K, He, Lul] for
more details).

We have Vy = @,7(n) ® (Clg] ® V(u))®. This together with Theorem 8.8 implies the
following.

Corollary 8.10. The character of L(A(n, N)) is given by the formula

h N2_1y /2 2 Xe() (W) P (q)
B (e Wi

where w € Sy, and Xr(,) 5 the character of w(u). Here the summation is over partitions
of n with at most N parts.

Proof. The formula follows, using Proposition 8.7, from Kostant’s result (|K]) that (C[g]®
V(w))? is a free module over C[g]?, and the fact that the Hilbert polynomial of the space of
generators for this module is the g-weight multiplicity of the zero weight, P, (¢) (|K, Lul, He]).

(]

Remark 8.11. It would be interesting to compare this formula with the character formula of
[Ro] for the same module.

9. EQUIVARIANT D-MODULES AND REPRESENTATIONS OF THE RATIONAL CHEREDNIK
ALGEBRA

9.1. The category of equivariant D-modules on the nilpotent cone. The theory of
equivariant D-modules on the nilpotent cone arose from Harish-Chandra’s work on invariant
distributions on nilpotent orbits of real groups, and was developed further in many papers,
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see e.g. [HK, LS, L, Mi] and references therein. Let us recall some of the basics of this
theory.

Let G be a simply connected simple algebraic group over C, and g its Lie algebra. Let
N C g be the nilpotent cone of g. We denote by D(g) the category of finitely generated
D-modules on g, by Dg(g) the subcategory of G-equivariant D-modules, and by D¢ (N) the
category of G-equivariant D-modules which are set-theoretically supported on N (here we
do not make a distinction between a D-module on an affine space and the space of its global
sections). Since G acts on N with finitely many orbits, it is well known that any object in
D¢ (N) is regular and holonomic.

Moreover, the category D (N) has finitely many simple objects, and every object of this
category has finite length (so this category is equivalent to the category of modules over a
finite dimensional algebra).

9.2. Simple objects in Dg(N). Recall (see e.g. [Mi] and references) that irreducible ob-
jects in the category Dg(N) are parametrized by pairs (O, x), where O is a nilpotent orbit
of G in g, and x is an irreducible representation of the fundamental group 71(0), which is
clearly isomorphic to the component group A(O) of the centralizer G, of a point x € O.
Namely, x defines a local system L, on O, and the simple object M (O, x) € Dg(N) is the

direct image of the Goresky-Macpherson extension of Ly to the closure O of O, under the
inclusion of O into g.

9.3. Semisimplicity of Dg(N). The proof of the following theorem was explained to us
by G. Lusztig.

Theorem 9.1. The category Dg(N) is semisimple.

Proof. We may replace the category Dg(N) by the category of G-equivariant perverse
sheaves (of complex vector spaces) on g supported on A/, Pervg(N), as these two categories
are known to be equivalent. We must show that Extl(P, Q) = 0 for every two simple objects
P,Q € Pervg(N).

Let P’, Q" be the Fourier transforms of P, Q. Then P’, Q' are character sheaves on g, and
it suffices to show that Ext'(P’, Q") = 0.

Recall that to each character sheaf S one can naturally attach a conjugacy class of pairs
(L, 0), where L is a Levi subgroup of G, and 6 is a cuspidal local system on a nilpotent orbit
for L. Tt is shown by arguments parallel to those in [Lu3] (which treats the more difficult case
of character sheaves on the group) that if (L;, ;) corresponds to S;, i = 1,2, and (L1,6;) is
not conjugate to (Lg, ) then Ext*(S1,S2) = 0. Thus it is sufficient to assume that the pair
(L, ) attached to P’ and @’ is the same.

Using standard properties of constructible sheaves (in particular, Poincaré duality), we
have

Ext'(P',Q') = H' (g9, Hom(P', Q")) =

Hcgdimgil(g,Hom(Pl,Ql)*)* — Hgdimgfl(g’ (Ql)* ® Pl)*,

where * for sheaves denotes the Verdier duality functor.

Recall that to each character sheaf one can attach an irreducible representation of a
certain Weyl group, via the generalized Springer correspondence. Let R be the direct sum
of all character sheaves corresponding to a given pair (L,#) with multiplicities given by
the dimensions of the corresponding representations. Then it is sufficient to show that
H2m a1 (g, (R')* @ R') = 0.
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This fact is essentially proved in [Lu2]. Namely, it follows from the computations of [Lu2]
that H(g, (R")*®R’) is the cohomology with compact support of a certain generalized Stein-
berg variety with twisted coeflicients, and it is shown that this cohomology is concentrated
in even degrees.® The theorem is proved. O

9.4. Monodromicity. We will need the following lemma.

Lemma 9.2. Let Q € Dg(N). Then for any finite dimensional representation U of g, the
action of the shifted Euler operator H defined by (45) on (Q @ U)? is locally finite (so Q is a
monodromic D-module), and has finite dimensional generalized eigenspaces. Moreover, the
eigenvalues of H on (Q ® U)® are bounded from above. In particular, (Q ® U)® belongs to
category O for the sly-algebra spanned by H and the elements E, F given by (46).

Proof. Since @ has finite length, it is sufficient to assume that @ is irreducible. We
may further assume that @ is generated by an irreducible G-submodule V', annihilated by
multiplication by any invariant polynomial on g of positive degree. Indeed, let Vy be an
irreductible G-submodule of @, let Jy, := {f € C[g]?|fVh = 0} and for any v € Vj, let
Jy = {f € C[g]®|fv = 0}. Then if v € V} is nonzero, J, = Jy, as Gv = V. Moreover, the
support condition implies that J, C m* for some k > 0, where m = Clg]%. So Jy, C m* and
is an ideal of C[g]®. Let f € C[g]? be such that f ¢ Jy, and fm C Jy,; we set V := fV}.

Then Q is a quotient of the D-module Q ® V by a G-stable submodule, where

Q := D(g)/(D(g)ad(Ann(V)) + D(g)1),

Ann(V) is the annihilator of V in U(g), and I is the ideal in C[g] generated by invariant
polynomials on g of positive degree. Thus, it suffices to show that the lemma holds for the
module Q (which is only weakly G-equivariant, i.e. the group action and the Lie algebra
action coming from differential operators do not agree, in general).

The algebra D(g) has a grading in which deg(g*) = —1, deg(g) = 1. This grading
descends to a grading on Q. We will show that for each U, this grading on (Q ® U)9 has
finite dimensional pieces, and is bounded from above. This implies the lemma, since the
Euler operator preserves the grading.

Consider the associated graded module Qo of Q under the Bernstein filtration. This is
a bigraded module over Clg @ g] (where we identify g and g* using the trace form). We
have to show that the homogeneous subspaces of (Qo ® U)? under the grading defined by
deg(g @ 0) = —1, deg(0 @ g) = 1 are finite dimensional.

The associated graded of the ideal Ann(V) C U(g) is such that C[g]% C grAnn(V) C Clg]+
for some k > 1, therefore

Qo =Clgeg]/J,

where J is a (not necessarily radical) ideal whose zero set is the variety Z of pairs (u,v) €
N x g such that [u,v] = 0. Let

Qy=Clgagl/VJ.

Because of the Hilbert basis theorem, it suffices to prove that the homogeneous subspaces of
(Qp®U)? are finite dimensional, and the degree is bounded above. But Q) is the algebra of
regular functions on Z. By the result of [J], one has C[Z]® = C[g]?, the algebra of invariant
polynomials of Y. But it follows from the Hilbert’s theorem on invariants that every isotypic
component of C[Z] is a finitely generated module over C[Z]9. This implies the result. O

6More precisely, in the arguments of [Lu2] the vanishing of odd cohomology is proved for G-equivariant
cohomology with compact supports, and in the non-equivariant case one should use parallel arguments,
rather than exactly the same arguments.
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9.5. Characters. Lemma 9.2 allows one to define the character of an object M € Dg(N).
Namely, let p = (g1, ..., un) be a dominant integral weight for g, and V(u) the irreducible
representation of g with highest weight p. Let Kpr(u) = (M ® V(p))®. Then the character
of M is defined by the formula

Chu(t,g) = Triag(gt ™) =) Trjgey o (P xul9), 9 € G,
m

where Y,, denotes the character of . It can be viewed as a linear functional from C[G]¢ to
F := ®gect’C[[t]], via the integration pairing.

In other words, the multiplicity spaces Ks(u) are representations from category O of the
Lie algebra sly spanned by E, F, H, and the character of M carries the information about
the characters of these representations.

The problem of computing characters of simple objects in Dg(N) is interesting and, to
our knowledge, open. Below we will show how these characters for G = SLy(C) can be
expressed via characters of irreducible representations of the rational Cherednik algebra.

Example 9.3. Recall (see e.g. [Mi]) that an object M € Dg(N) is cuspidal iff F(M) €
Da(N), where F is the Fourier transform (Lusztig’s criterion). If follows that in the case
of cuspidal objects M, the spaces Kpr(u) are also in the category O for the opposite Borel
subalgebra of sla, hence are finite dimensional representations of sla, and, in particular, their
dimensions are of interest.

9.6. The functors F,, F. The representation Vy is a special case of representations of
the rational Cherednik algebra which can be constructed via a functor similar to the one
defined in [GG1]. Namely, the construction of Viy can be generalized as follows.

Let n and N be positive integers (we no longer assume that N is a divisor of n), and
k = N/n. We again consider the special case G = SLx(C), g = sy (C). Then we have a
functor F, : D(g) — H, (k)-mod defined by the formula

Fo(M) = (M @ (CV)®)8,

where g acts on M by adjoint vector fields. The action of H,, (k) on F,, (M) is defined by the
same formulas as in Proposition 8.1, and Proposition 8.7 remains valid.

Note that F, (M) = F,,(Mgy), where Mg, is the set of g-finite vectors in M. Clearly Msy,
is a G-equivariant D-module. Thus, it is sufficient to consider the restriction of F), to the
subcategory D¢ (g), which we will do from now on.

In general, F,,(M) does not belong to category O. However, we have the following lemma.

Lemma 9.4. If the Fourier transform F(M) of M is set-theoretically supported on the
nilpotent cone N of g, then F,,(M) belongs to the category O.

Proof. Since F(M) is supported on A/, invariant polynomials on g act locally nilpotently
on F(M). Hence invariant differential operators on g with constant coefficients act locally
nilpotently on M. Thus, it follows from formula (44) that the algebra Clyy, ..., y,]*" acts lo-
cally nilpotently on F,,(M). Also, by Lemma 9.2, the operator h acts with finite dimensional
generalized eigenspaces on Fj,(M). This implies the statement. O

Thus we obtain an exact functor F¥ = F,, o F : Dg(N) — O(H,(k)).

9.7. The symmetric part of F,. Consider the symmetric part eF, (M) of F,(M). We
have eF,,(M) = (M ® S"C¥)#, and we have an action of the spherical subalgebra B,,(k) on
eF, (M), given by formulas (43,44).

This allows us to relate the functor F),, with the functor defined in [GG1]. Namely, recall
from [GG1] that for any ¢ € Z, one may define the category D.(g x PV~1) of coherent D-
modules on g x PV~1 which are twisted by the c-th power of the tautological line bundle on
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the second factor (this makes sense for all complex ¢ even though the ¢-th power is defined
only for integer c). Then the paper [GG1]” defines a functor
H: D.(g x PN~1) = By(¢/N)-mod,

given by (M) = M.
Proposition 9.5. (i) Ifn is divisible by N then one has a functorial isomorphism eF,, (M) ~
¢*H(M @ S"CN), where S*CN is regarded as a twisted D-module on PN =1 (with ¢ = n).

(i) For any n, the actions of Bn(N/n) and By(n/N) on the space eF,(M) = H(M ®
S™CN) have the same image in the algebra of endomorphisms of this space.

Proof. This follows from the definition of H and formulas (43,44). O

Corollary 9.6. The functor eF* on the category Dg(N') maps irreducible objects into irre-
ducible ones.

Proof. This follows from Proposition 9.5, (ii) and Proposition 7.4.3 of [GG1], which states
that the functor H maps irreducible objects to irreducible ones. O

Formulas 43,44 can also be used to study the support of F(M) for M € Dg(N), as a
Clx1, ..., Xp]-module. Namely, we have the following proposition.

Proposition 9.7. Let ¢ = GCD(n, N) be the greatest common divisor of n and N. Then
the support S of Fi(M) is contained in the union of the S, -translates of the subspace E, of
C™ defined by the equations Y . x; = 0 and x; = x; if %(l -1+1<4,5< %l for some
1<1<q.

Proof. It follows from equation (44) that for any (z1,...,x,) € S there exists a point
(21, ..., 2v) € CV such that one has

1 & 1 &
~Y =2
i=1 =1

for all positive integer p. In particular, writing generating functions, we find that
n N

1 1
Nzl—tﬁbi :nzl—tzj'

i=1 j=1

In particular, every fraction occurs on both sides at least LCM (n, N) times, and hence the
numbers z; fall into n/g-tuples of equal numbers (and the numbers z; into N/g-tuples of
equal numbers). The proposition is proved. O

9.8. Irreducible equivariant D-modules on the nilpotent cone for G = SLy(C).
Nilpotent orbits for SLy(C) are labelled by Young diagrams, or partitions. Namely, if
x € sl (C) is a nilpotent element, then we let u1; be the sizes of its Jordan blocks enumerated
in the decreasing order. The partition o = (p1, ..., ttm,) and the corresponding Young diagram
whose rows have lengths u; are attached to z. If O is the orbit of z then we will denote p
by u(O). For instance, if O = {0} then u = (1%) and if O is the open orbit then u = (N).

It is known (and easy to show) that the group A(O) is naturally isomorphic to Z/dZ, where
d is the greatest common divisor of the p;. Namely, let Z = Z/NZ be the center of G (we
identify Z/NZ with Z by p — ¢2™*/N1d). Then we have a natural surjective homomorphism
0 : Z — A(O) induced by the inclusion Z — G,, z € O. This homomorphism sends d to 0,
and thus A(O) gets identified with Z/dZ.

Thus, any character y : A(O) — C* is defined by the formula x(p) = e
0 < s < d. We will denote this character by xs.

—Zﬂips/d’ where

"There seems to be a misprint in [GG1]: in the definition of H, ¢ should be replaced by ¢/N.
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9.9. The action of Fy on irreducible objects. Obviously, the center Z of G acts on
F¥(M) by z — 273N/4_ Thus, a necessary condition for F*(M (O, xs)) to be nonzero is

n:N(p—i-%), (51)

where p is a nonnegative integer.
Our main result in this section is the following theorem.

Theorem 9.8. The functor F,' maps irreducible objects into irreducible ones or zero. Specif-
ically, if condition (51) holds, then we have

E(M(O, xs)) = L(m(np(O)/N)),
the irreducible representation of H, (k) whose lowest weight is the representation of S, cor-
responding to the partition nu(O)/N.

Remark 9.9. Here if p is a partition and ¢ € Q is a rational number, then we denote by cu
the partition whose parts are cu;, provided that these numbers are all integers. In our case,
this integrality condition holds since all parts of p(O) are divisible by d. (]

Corollary 9.10. Let X\ be a partition of n into at most N parts. Let M = M(O,, xs), and
assume that condition (51) is satisfied. Then

(M ®V(A))® = Homg, (w(A), L(7(nu/N)))
as graded vector spaces.

This corollary allows us to express the characters of the irreducible D-modules M (O, x)
in terms of characters of certain special lowest weight irreducible representations of H,, (k).
We note that characters of lowest weight irreducible representations of rational Cherednik
algebras of type A have been computed by Rouquier, [Ro].

Remark 9.11. Note that Theorem 8.8 is the special case of Theorem 9.8 for O = {0}.

9.10. Proof of Theorem 9.8. Our proof of Theorem 9.8 is based on the following result
of [GS].

Theorem 9.12. Let k > 0. Then the functor V +— eV is an equivalence of categories
between H, (k)-modules and B,,(k)-modules.

Remark 9.13. We note that Theorem 9.12 is proved in [GS] under the technical assumption
k ¢ Z+ 1/2. Tt was noticed by V. Ginzburg that this assumption is really unnecessary.
Indeed, the only place where this assumption is used is in the proof of Lemma 3.5. Namely,
it is used in the proof of this lemma that Hom between Verma modules over H,(k) is
isomorphic to Hom between the corresponding dual Specht modules, which is known, from
[GGORJ, only for k ¢ Z + 1/2. However, it is sufficient for the proof of Lemma 3.5 of [GS]
to know just that the first Hom injects into the second one, which is known for all positive
k thanks to a lemma by Opdam and Rouquier (Lemma 2.10 of [BEG2]).

Theorem 9.12 implies the first statement of the theorem, i.e. that if (51) holds then
F(M(O,, xs)) is irreducible. Indeed, it follows from Corollary 9.6 that eF}s (M (O, xs)) is
irreducible over B,,(k). Thus, it remains to find the lowest weight of F} (M (O, xs))-

Let 4 = (g1, ..., un) be a partition of N (u; > 0). Let O, be the nilpotent orbit of g
corresponding to the partition p. Denote by d the greatest common divisor of u;, and by m
a divisor of d. Define the following function f on O, with values in @ | S*CN:

N pi—1

f(X7£17---7§N /\ /\
i=1 j=0

& € (CN)* (here X7 € My(C) is the jth power of X, so & X7 € CV).
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Lemma 9.14. (i) For any X € O,,, f(X,...)Y™ is a polynomial in &, ...,En. Thus, fH/™
is a regular function on the universal cover Ou of O, with values in QN  §ri/mCN,

(ii) For any X € O,, the function f(X,...)Y/™ generates a copy of the representation
V(u/m) inside @Y SH/mCN.

(iii) Specifically, let the standard basis uy, ...,un of (CN)* be filled into the squares of the
Young diagram of p (filling the first column top to bottom, then the second one, etc.), and let
X be the matriz J acting by the horizontal shift to the right on this basis. Then f(J,...)"™
is a highest weight vector of the representation V(u/m).

Proof. 1t is sufficient to prove (iii). Let pu* = (p3, ..., wiy) be the conjugate partition. Let
p; be the number of times the part j occurs in this partition. Clearly, p; is divisible by m.
By looking at the matrix whose determinant is f, we see that we have, up to sign:

f(Ja 617 75]\7) = HA](gh "'7§N)pj7
J

where A; is the left upper j-by-j minor of the matrix (&1, ...,&n). Thus fym = Hj A?jhn is
clearly a highest weight vector of weight > ;DiT; /m, where w; are the fundamental weights.
But ) p;w; = 1, so we are done. O

Corollary 9.15. The function f gives rise to a G-equivariant regular map f : Ou — V(n/d),
whose image is the orbit of the highest weight vector. In particular, we have a G-equivariant
inclusion of commutative algebras

f* 1 @V (tp/d)* — C[O,].
Now let 0 < s < d — 1, and denote by C[O,], the subspace of C[O,], on which central
elements z € G act by z — z7°. Then we have an inclusion

" @ra1—syezV Up/d)" — C[O,)s.

Now recall that by construction, C[O,,] sits inside M = M (O,,, x) as a C[O,]-submodule.
In particular, the operators X; act on the space (C[O,]s @ (CV)®")s.

Let 7(p) be the representation of S, corresponding to p, and regard V(A) @ w(\), for any
partition A of n, as a subspace of (CV)®" using the Weyl duality. Then for any u € m(nu/N),
we can define the element a(u) € F(M) by a(u) = f; ® u, where fi € C[O,]s ® V(nu/N)
is the homogeneous part of f* of degree n.

Lemma 9.16. a(u) is annihilated by the elements y; of Hy (k).

Proof. We need to show that the operators X; (or, equivalently, the elements x; € H,,(k))
annihilate a(u) € F,(M). Since a(u) is G-invariant, it is sufficient to prove the statement
at the point X = J. This boils down to showing that for any j not exceeding the number
of parts of p (i.e. j < ui), the application of J in any component annihilates the element
Aj(&, .., En) € NCN C (CN)®I. This is clear, since the first uf columns of J are zero. O

This implies that the lowest weight of F¥ (M (O, xs)) is 7(np/N), as desired. The theorem
is proved.

Remark 9.17. Here is another, short proof of Theorem 9.8 for n = N. We have
e_F}(M(0,1)) = F(M(0,1))°.
According to [L, LS],
F(M(0,1))¢ = (Clh] @ w(p(0)))>™
as amodule over D(h)W = e_Hy(1)e—. Thus, e_ Fx(M(0,1)) = e_L(7((0))) ase_Hn(1)e_-

modules. But the functor V' — e_V is an equivalence of categories Hy(1)-mod — e_Hy(1)e_-
mod (see [BEG2|). Thus, Fx(M(0,1)) = L(w(u(0))) as Hy(1)-modules, as desired.
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9.11. The support of L(w(nu/N)).

Corollary 9.18. Let i be a partition of N such that nu;/N are integers. Then the support
of the representation L(w(nu/N)) of H,(N/n) as a module over C[xy, ...,Xy] s contained in
the union of Sy -translates of E;, ¢ = GCD(n,N).

Proof. This follows from Theorem 9.8 and Proposition 9.7. t

We note that in the case when p = (IV), Corollary 9.18 follows from Theorem 3.2 from
[CE].

9.12. The cuspidal case. An interesting special case of Theorem 9.8 is the cuspidal case.
In this case N and n are relatively prime, d = N (i.e., O is the open orbit), and s is relatively
prime to N.

Here is a short proof of Theorem 9.8 in the cuspidal case.

Since the Fourier transform of M (O, x,) in the cuspidal case is supported on the nilpotent
cone, F*(M(O, xs)) belongs not only to the category O generated by lowest weight modules,
but also to the “dual” category O_ generated by highest weight modules over H,, (k). Thus, by
the results of [BEG1|, F,f(M (O, x,)) is a multiple of the unique finite dimensional irreducible
H,,(k)-module L(C) = Y (N, n), of dimension N"~!. But this multiple must be a single copy
by Corollary 9.6, so the theorem is proved.

Theorem 9.8 implies the following formula for the characters of the cuspidal D-modules
M(O, xs).

Let p be a dominant integral weight for g, such that the center Z of G acts on V(i) via
z — z° = z". Let p be the half-sum of positive roots of g. Let K(u) = (M (O, xs) @ V(u))?
be the isotypic components of M (O, xs).

Theorem 9.19. We have

oH q—q"

Trig, (@) = v——x¥u(@),
v —q

where

qur—up+r—p _ q#p—urﬂ?—r 9
= Xvuw (™)

ould) = ]

1<p<r<N

q P —qP"
where Xv () 5 the character of V(u). In particular,

: 1 Pr —pp+7—p 1
dim K, (p) = — H 7‘+ = NdlmV(,u).
1<p<r<N p

Proof. We extend the representation V(1) to GLx(C) by setting z — 2™ for all scalar
matrices z, so that its GLy(C)-highest weight is

i:=(p1 +n/N,...,uny +n/N).

Note that we automatically have p; +n/N € Z. Assume that n is so big that [ is a partition
of n (i.e., i +n/N > 0).

It follows from the results of [BEG1] that the character of the irreducible representation
L(C) of the rational Cherednik algebra H,(k), k = N/n, is given by the formula

—q ! det(¢N —q¢"y)
T 2hy . 479 €S, 52
r|L((C)(gq ) qN — q_N det(q—l — qg) y 9 ) ( )

where the determinants are taken in C"™.

Let us equip CV with the structure of an irreducible representation of sl with basis e, f, h.
Let g € S;,. Then

Tr|Homs, (x(7),)en) (@) = Trjv () (%) = @u(q),
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by the Weyl character formula. On the other hand, it is easy to show that

det(¢™ — ¢Vg
Trycvyen (94") = detlq™" —q7g)

det(g=!' —qg)
Thus,
2h q—q! h
Tr|Homs,, (=(m),L(c) (@) = P —— Tt Homs,, (r(@),(c¥)em) (¢")
-1
q—9q
= —————— q .
qN . q_N SDP«( )

By Theorem 9.8 and Weyl duality, this implies that

—1
H)_ q—q
= ——¢u(),
qN—qN H

as desired. O

Tr|(m(0,x0 )@V (u)e (@

Example 9.20. Let N = 2, s = 1. In this case Theorem 9.19 gives us the following
decomposition of M (O, xs):

M(O,xs) = ®;>1N; ® Va1,

where Vj is the irreducible representation of sly of dimension j+1, and the spaces N; satisfy

the equation
—2j

A el
@ —q2

This shows that N; = V;_1 as a representation of the sly-subalgebra spanned by E,F, H,

which commutes with g.

Trn, (g

9.13. The case of general orbits. Let W = Sy the Weyl group of G, A € h/W, and N,
be the closure in g of the adjoint orbit of a regular element of g whose semisimple part is A.
Denote by Dg(Ny) the category of G-equivariant D-modules on G which are concentrated
on N,. We also let Oy be the category of finitely generated H,(k)-modules in which the
subalgebra Clyi, ..., y,]°" acts through the character A\. Then one can show, similarly to
the above, that the functor F); restricts to a functor F;, : Dg(Ny) — Ox. The functor
considered above is Fy; ;. We plan to study the functor F); , for general A in a future work.

9.14. The trigonometric case. Our results about rational Cherednik algebras can be ex-
tended to the trigonometric case. For this purpose, D-modules on the Lie algebra g should
be replaced with D-modules on the group G. Let us describe this generalization.

First, let us introduce some notation. As above, we let G = SLx(C). For b € g, let L;, be
the right invariant vector field on G equal to b at the identity element; that is, L; generates
the group of left translations by ef®. As before, we let k = N/n.

Now let M be a D-module on G. Similarly to the above, we define F,, (M) to be the space

Fo(M) = (M ® (CY)®™)¢,

where G acts on itself by conjugation.
Consider the operators X;,Y;, i = 1,...,n, on F,,(M), defined by the formulas similar to
the rational case:

N

Xi=> Ap®(Ey)i, Vi = - > Ly, ® (by)i,
VR P

where Aj; is the jl-th matrix element of A € G regarded as the multiplication operator in

M by a regular function on G.
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Proposition 9.21. The operators X;,Y; satisfy the following relations:

VL 3 S
i i i<y
$i; Xi = Xjsij, 8iYi =Y;85, [s45,Xi] = [s45,Y1] =0,

1
[E,Xj] = (ksu — E) Xj
where 1, 7,1 denote distinct indices.

Proof. Straightforward computation. O
Corollary 9.22. The operators Y; =Y; + k qu

The relations of Proposition 9.21 are nothing but the defining relations of the degenerate
double affine Hecke algebra of type A, _1, which we will denote H' (k) (where “tr” stands for
trigonometric, to illustrate the fact that this algebra is a trigonometric deformation of the
rational Cherednik algebra H,(k)). Thus we have defined an exact functor F,, : D(G) —
H(k)-mod. As before, it is sufficient to consider the restriction of this functor to the
category of equivariant finitely generated D-modules, Dg(G).

This allows us to generalize much of our story for rational Cherednik algebras to the
trigonometric case. In particular, let & be the unipotent variety on G, and D¢ (U) be the
category of finitely generated G-equivariant D-modules on G concentrated on U. If we
restrict the functor Fj, to this category, we get a situation identical to that in the rational
case. Indeed, one can show that for any M in this category, F, (M) belongs to the category
O of finitely generated modules over H' (k) which are locally unipotent with respect to the
action of X;. The latter category is equivalent to the category O_ over the rational Cherednik
algebra H, (k), because the completion of HY (k) with respect to the ideal generated by X; —1
is isomorphic to the completion of H, (k) with respect to the ideal generated by x;. On the
other hand, the exponential map identifies the categories Dg(U) and Dg(N). It is clear
that after we make these two identifications, the functor F,, becomes the functor F;, in the
rational case that we considered above.

On the other hand, because of the absence of Fourier transform on the group (as opposed
to Lie algebra), the trigonometric story is richer than the rational one. Namely, we can
consider another subcategory of Dg(G), the category of character sheaves. By definition,
a character sheaf on G is an object M in Dg(G) which is locally finite with respect to the
action of the algebra of biinvariant differential operators, U(g)“. This category is denoted
by Char(G). It is known that one has a decomposition

Char(G) = @AeTV/WCharA(G),
where TV is dual torus, and Chary(G) the category of those M € Dg(G) for which the
generalized eigenvalues of U(g)® (which we identify with U(h)" via the Harish-Chandra
homomorphism) project to A under the natural projection h* — TV.
On the other hand, one can define the category Repy _g,(H,' (k)) of modules over H ' (k)

on which the commuting elements Y; act in a locally finite manner. We have a similar
decomposition

8; pairwise commute.

Repy _gn (Hy' (k) = ®xerv/wRepy _gn (HL (k)
where Repy g, (HE (k)) is the subcategory of all objects where the generalized eigenvalues
of Y; project to A € TV/W. Then one can show, similarly to the rational case, that the
functor F;, gives rise to the functors

F, x : Chary(G) — Repy_fm(Hfzr(k))A

for each A € TV/W. The most interesting case is A = 0 (unipotent character sheaves). We
plan to study these functors in subsequent works.
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9.15. Relation with the Arakawa-Suzuki functor. Note that the elements Y; and s;;
generate the degenerate affine Hecke algebra H,, of Drinfeld and Lusztig (of type A,,—1). To
define the action of this algebra on F,,(M) = (M @ (CV)®")9 by the formula of Proposition
9.21, we only need the action of the operators Ly, b € g in M. So M can be taken to be
an arbitrary g-bimodule which is locally finite with respect to the diagonal action of g (in
this case, >, Y+ >, ;jSij Is a central element which does not necessarily act by zero, so

we get a representation of a central extension ﬁn of H,). In particular, we have an exact
functor F,, : HC(g) — H,,-mod from the category of Harish-Chandra bimodules over g to
the category of finite dimensional representations of the degenerate affine Hecke algebra H,.
This functor was essentially considered in [AS] (where it was applied to the Harish-Chandra
modules of the form M = Homg_gnite (M1, M2), where My and M are modules from category
O over g). We note that the paper [AST| describes the extension of this construction to
affine Lie algebras, which yields representations of degenerate double affine Hecke algebras.

9.16. Directions of further study. In conclusion we would like to discuss (in a fairly
speculative manner) several directions of further study and generalizations (we note that
these generalizations can be combined with each other).

1. The g-case: the group G is replaced with the corresponding quantum group, D-
modules with g-D-modules, and degenerate double affine Hecke algebras with the usual
double affine Hecke algebras (defined by Cherednik). It is especially interesting to consider
this generalization if ¢ is a root of unity.

2. The quiver case. This generalization was suggested by Ginzburg, and will be studied in
his subsequent work with the third author. In this case, one has a finite subgroup I' C SLy(C),
and one should consider equivariant D-modules on the representation space of the affine
quiver attached to I' (with some orientation). Then there should exist an analog of the
functor F;,, which takes values in the category of representations of an appropriate symplectic
reflection algebra for the wreath product S, x I'", [EG] (or, equivalently, the Gan-Ginzburg
algebra, [GG2]). This generalization should be especially nice in the case when T is a cyclic
group, when the symplectic reflection algebra is a Cherednik algebra for a complex reflection
group, and one has the notion of category O for it.

3. The symmetric space case. This is the trigonometric version of the previous gen-
eralization for I' = Z/2. In this generalization one considers (monodromic) equivariant
D-modules on the symmetric space GL,44(C)/(GL, x GL4)(C) (see [Gin]), and one expects
a functor from this category to the category of representations of an appropriate degenerate
double affine Hecke algebra of type C'VC,,. This functor should be related, similarly to the
previous subsection, to an analog of the Arakawa-Suzuki functor, which would attach to
a Harish-Chandra module for the pair (GL,+4(C), GL,(C) x GL4(C)), a finite dimensional
representation of the degenerate double affine Hecke algebra of type BC,,.

APPENDIX A

Let O be the ring C[[uq, ..., un]][f1, .., ¢n]. Define commuting derivations D; of O by
Dj(uj) = 8i5ui, Di(£;) = 655 (we will later think of £; and D; as logu; and u;z2-).

We set Oy :=m[{y, ..., {,], where m = Ker(C[[uy, ..., u,]] — C) is the augmentation ideal.
Let A = ®,>0A) be a graded ring with finite dimensional homogeneous components.

Proposition A.1. Let X;(u1,...,0,) € ®r>0(Ar®@0) be such that D,(X,;) =D;(X;). Then
there exists a unique F(uy,...,0n) € Grso(Ap ® Oy) such that D;(F) = X; fori=1,...,n.
Let us say that f € O has radius of convergence R > 0 if f = Zkl,...,knzo Frex e (U1, oo un)élfl...éﬁn,
where each fr, . k., (U1,...,uy) converges for |uy, ..., |un| < R. Then if X1, ..., X,, have radius
of convergence R, so does F.

Proof. For each i, D; restricts to an endomorphism of O ; one checks that N, Ker(D; :
O4 — O4) = 0 which implies the uniqueness. To prove the existence, we work by induction.
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One proves that D, : O — Oy is surjective, and its kernel is m,,_1[¢1, ..., ¢,_1], where
m,—1 = Ker(C[[uy, ..., un—1]] — C). Let G be a solution of D,(G) = X,,, then the system
D,(F") = X; — D;(G) (i = 1,...,n) is compatible, which implies D, (X/) = 0, where X :=
X;—Di(G), 50 X! € ®p>0(Ar @ (91”*”), where 0&"*1) is the analogue of O at order n — 1.
Hence the system D;(F’) = X; — D;(G) (i =1,...,n— 1) is compatible and we may apply to
it the result at order n — 1 to obtain a solution F’. Then a solution of D;(F) = X; is F' +G.

Let D : uC[[u]] — uC[[u]] be the map u2 and let I := D~'. The map D; : uC[[u]][(] —
uC[[u]][€] is bijective and its inverse is given by Dy ' (F(u)®) = S"p_o(—1)*a(a — 1)...(a —
k+ 1)(IFH(F)) (u)ea—*.

We have O, = O Y &u,Cl[un]][ln] ®m™~D&C[L,] (where O~ m(=1) are the ana-
logues of O, m at order n — 1, ® is the completed tensor product). The endomorphism D,,
preserves this decomposition and a section of D,, is given by (id®D; ') @ (id ®J), where
J € End(C[{]) is a section of 9/0¢.

It follows from the fact that I preserves the radius of convergence of a series that the
same holds for the section of D,, defined above. One then follows the above construction of a
solution X of D;(X) = X, and uses the fact that D, also preserves the radius of convergence
to show by induction that X has radius R if the X; do. O

Proposition A.2. Let X;(u1,...,0,) € Sr>0(Ar ® O) be such that D;(X;) — D;j(X;) =
[X;, X;]. Then there exists a unique F(u1,...,0) € 14+ Gp=0(Ar ® Oy) such that D;(F) =
X,F fori=1,..,n. If the X; have radius R, then so does F'.

Proof. Let us prove the uniqueness. If F, F’ are two solutions, then F~'F’ is a constant
(as N?_y Ker(D; : O — 0) = 0), and it also belongs to 1 + @x>0(Ax ® O4), which implies
that F' = F’. To prove the existence, one sets FF =1+ f1 + fo+..., X; = xgi) + ..., where
Sy a:,(f) € A ® Oy and solves by induction the system D;(fx) = xgi)fk_l + ...+ 3:,(;) using
Proposition A.1. |

Proposition A.3. Let Ci(u1, ..., up) € ®p>0Ax[[u1, ..., un]] (i =1,...,n) be such that u;0y,(C;)—
w0y, (Cy) = [Cy, Cy] for any i,j. Assume that the series C; have radius R.
Then there exists a unique solution of the system u;0,,(X) = C; X, analytic in the do-
1 n .
main {ullu] < R,u ¢ R_}", such that the ratio (ufO...qSD )X (u, .y un) (we set Cf =
Ci(0,...,0)) has the form 1+ 37, o>, o irp 0 (ur, e up) (the second sum is fi-
nite for any k), TZI"”’G"’i has degree k, a; > 0, i € {1,....,n}, and TZI"”’G"’i(ul,...,un) =
1 n
O(u;(logup)®...(log uy,)* ). The same is then true of the ratio X (uq, ,un)(ufoufo )L

. cy  Cy
we write X (U1, ..., Un) 22 Uy ®...tn® .

Proof. Let us show the existence of X. The compatibility condition implies that [C§, CJ] =
1 n
0. If weset Y (uy, ..., up) 1= (u?o 59 X (uq, ..., up), then X is a solution iff " is a solution
of u;dy, (V) = exp(— 37—, (logu;)CP)(C; = CP) - Y.

Let us set X;(u1, ..., ) = exp(— Z?:l éjC;))(C'i(ul, ey U )—C5(0, ..., 0)), then X; (u1, ..., ,) €
Sr>0(Ar ® O4). We then apply Proposition A.2 and find a solution Y € 1+ &p~04r @ Oy
of D;(Y) = X,;Y. Let Yy be the component of Y of degree k. Since Y has radius R, the
replacement ¢; = logu; in Yy for u; € {u|lu| < R,u ¢ R_} gives an analytic function
on {ullu] < R,u ¢ R_}". Moreover, Op = > 1" u;Cllu1, ..., un]][¢1, ..., €], which gives a
decomposition Y, = 37, . wil{t.LaryF o (ug, .., u,) and leads (after substitution
¢; = logu;) to the above estimates.

1 n .

The ratio X (uq, ..., un)(ulco s )~ is then 1 +exp(D; Cllogu;)(Y (u1,...,un) — 1); the

term of degree k has finitely many contributions to which we apply the above estimates.
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Let us prove the uniqueness of X. Any other solution has the form X = X (14 ¢; + ...)
where ¢; € A;, and ¢ # 0. Then the degree k term is transformed by the addition of ¢,
which cannot be split as a sum of terms in the various O(u;(logui)®...(log uy)*™). O
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