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Abstract

We provide mathematical justification of the emergence of large-scale coherent structure in a two-dimensional fluid system under small-scale random bombardments with small forcing and appropriate scaling assumptions. The analysis shows that the large-scale structure emerging out of the small-scale random forcing is not the one predicted by equilibrium statistical mechanics. But the error is very small, which explains earlier successful prediction of the large-scale structure based on equilibrium statistical mechanics. © 2005 Wiley Periodicals, Inc.

1 Introduction

One of the ubiquitous features of geophysical flows is the existence and persistence of large-scale coherent structures such as the meandering jet stream in the atmosphere and gulf streams in the oceans. The most dramatic example is perhaps the Great Red Spot on Jupiter, which has persisted for hundreds of years. We are naturally interested in understanding the mechanism behind the emergence and persistence of such large-scale coherent structures.

Due to the relatively fast rotation for geophysical flows, two-dimensional models are suitable for the study of such large-scale coherent structures. In the inviscid, unforced environment, the emergence of large-scale coherent structures may be explained via equilibrium statistical mechanics, and their persistence via nonlinear stability theory; see, for instance, [35, 42, 43]. However, such equilibrium statistical theories are restricted to the idealized inviscid, unforced case, and the statistical predictions (mean field) are derived under certain ad hoc maximum entropy principles. Realistic fluid problems are always under the influence of various forcing and damping mechanisms. The damping and forcing becomes important in long-time behavior (such as statistical behavior) in particular. This leads to the question of whether various equilibrium statistical theories are still applicable in a damped forced environment. Of course, one shouldn’t expect to extend applicability...
of the equilibrium statistical theory without restriction. But it would make sense to
test if the statistical theories can be applied to the weakly forced and damped case
where the situation is close to the case of an inviscid, unforced environment and the
flow is in a quasi-equilibrium state. This hypothesis has been tested by comparing
numerical experiments and equilibrium statistical predictions in a series of papers
[10, 24, 25, 33].

As in many realistic situations, the external forcing is of relatively small scale
and is usually unresolved in the large-scale geophysical model. For instance, Jupi-
ter’s weather layer (where we observe the Great Red Spot) is under constant bom-
bardment by very small-scale thermal plumes, the earth’s atmosphere is subject to
intense small-scale forcing due to convective storms, and the oceans are subject to
the influence of unresolved baroclinic instability processes. These small-scale bom-
bardments appear to be random in nature (related to turbulent behavior of the inner
core of Jupiter and the atmosphere), which suggests that the weak small-scale forc-
ing may be taken as random. It then seems appropriate to include viscosity since
small-scale structures are involved.

Next we consider an extremely simplified (idealized) situation of a two-dimen-
sional fluid system in a square under the influence of random small-scale vortices
mimicking the above situations in the presence of a viscosity. More precisely,
we consider the two-dimensional Navier-Stokes system in a square with free-slip
boundary condition and impulse forcing of small scale

$$\frac{\partial q}{\partial t} + \nabla_{\perp} \psi \cdot \nabla q = \nu \Delta q + \mathcal{F},$$

$$q = \Delta \psi,$$

equipped with initial condition

$$q\big|_{t=0} = q_0$$

and no-penetration, free-slip boundary condition

$$\psi = q = 0 \quad \text{on } \partial Q$$

where the fluid occupies the square

$$Q = [0, \pi] \times [0, \pi].$$

The random small-scale forcing is given by

$$\mathcal{F} = \sum_{j=1}^{\infty} \delta(t - j \Delta t) A \omega_r(\vec{x} - \vec{x}_j)$$

where $A$ is the amplitude of the small-scale bombardment, $\vec{x}_j$ is the (random) center,
the small-scale vortex $\omega_r$ takes the form

$$\omega_r(\vec{x}) = \begin{cases} 
(1 - |\vec{x}|^2/r^2)^2, & |\vec{x}|^2 \leq r^2, \\
0, & |\vec{x}|^2 > r^2,
\end{cases}$$
and the centers of the small vortices, $\tilde{x}_j$, satisfy a uniform distribution on $Q_{r_0} = [r_0, \pi - r_0] \times [r_0, \pi - r_0]$ where $r_0 (\geq r)$ is a fixed constant (see Figure 1.1). Since $\omega_r$ is piecewise smooth with compact support and is $C^1$, we see that

$$\omega_r(\tilde{x} - \tilde{x}_j) \in H^2_0(Q)$$

with norm independent of $j$. In fact, $\omega_r(\tilde{x} - \tilde{x}_j) \in W^{2,\infty}(Q)$.

Here we used $q$ as the notation for vorticity instead of the standard $\omega$. This is because $\omega$ is a standard notation for a point in probability space, which is needed in our stochastic treatment in Section 3, and $q$ is the standard notation for potential vorticity in geophysical fluid dynamics (GFD), which reduces to the usual vorticity in our classical fluid setting. Hopefully this will avoid some confusion instead of creating it.

It is then easy to see that there are two different stages in the dynamics, a stage of pure decay from $((j+1)\Delta t)^-$ to $((j+1)\Delta t)^-$, governed by the decaying Navier-Stokes system

$$\frac{\partial q}{\partial t} + \nabla \perp \psi \cdot \nabla q = \nu \Delta q,$$

$$q = \Delta \psi,$$

and a stage of instantaneous forcing

$$q((j\Delta t)^-) = q((j\Delta t)^-) + A \omega_r(\tilde{x} - \tilde{x}_j).$$

Numerical simulation in the regime of weak forcing and weak damping (see Figures 1.2, 1.3, and 1.4, and also [24, 25]) indicates the emergence and persistence of a large coherent structure. More precisely, numerical experiments demonstrate that the flow field reaches a quasi-equilibrium state in terms of energy (Figure 1.2), enstrophy, circulation, etc., and the contour plot of the vorticity field looks like a
large vortex plus small (random) perturbation (see Figures 1.3 and 1.4). For the special case of zero initial data, such a phenomenon is termed “spin-up from rest” [24, 35]. This large coherent structure very much resembles the ground state mode of the Laplace operator, i.e., sin(x)sin(y), with a correlation between the vorticity field \( q \) and sin(x)sin(y) above 0.97 (see Figure 1.2).

The ground state mode is in fact the predicted most probable mean field of equilibrium statistical mechanics theory utilizing energy and enstrophy as conserved quantities (see, e.g., [35]). Thus the numerical evidence can be viewed as evidence toward applicability of equilibrium statistical mechanics in this damped driven case. If one applies a more sophisticated equilibrium statistical theory, such as the point vortex energy circulation theory, which leads to a sinh-Poisson-type mean field equation [24, 35], one gets better prediction. This is not too surprising since we have more parameters with the sinh-Poisson equation and we recover the linear energy-enstrophy theory in the small-amplitude limit. Moreover, Grote and Majda [24] devised a so-called crude closure algorithm where they developed a simple algorithm for the time evolution of the energy and circulation without any detailed resolution of the Navier-Stokes equations. One then recovers the flow field via equilibrium
The purpose of this paper is to provide a rigorous theoretical underpinning for such success. More precisely, we will show, under appropriate assumptions on the small parameters (viscosity \( \nu \), time step \( \Delta t \), amplitude \( A \), and radius of small forcing vortex \( r \)), that the long-time dynamics is that of a large coherent vortex \( q^0 \) that is close to (but not equal to) the ground state mode \( \sin(x)\sin(y) \) plus small random fluctuations. Such a result indicates that neither the energy-enstrophy statistical theory (which predicts the ground state mode) nor the point vortex energy circulation statistical theory (which predicts a sinh-Poisson-type mean field equation not satisfied by \( q^0 \)) predicts the exact statistical equilibrium. However, the error is very small (less than 2%), which establishes the practical applicability of these equilibrium statistical mechanics theories to this damped driven situation.

The paper is organized as follows: In Section 2 we consider a naive deterministic approach and derive time uniform bounds for the Dirichlet quotient and energy. The uniform bound on the Dirichlet quotient indicates control of the small scales. However, the bound we derive here is not close to the first eigenvalue of the Laplace operator, which is the lowest value of the Dirichlet quotient corresponding to the ground state mode. Such a discrepancy is due to the deterministic approach, where we must perform a worst scenario analysis.

In Section 3 we take a stochastic approach to the problem. We first observe that the random forcing can be decomposed into a mean field and a small fluctuation...
field under a natural assumption on the amplitude $A$ in (1.6), which agrees with the existence of a quasi-equilibrium state. Utilizing an infinite-dimensional version of Donsker’s invariance principle, the external forcing can then be modeled formally as the sum of a deterministic forcing plus a small parameter times the time derivative of an infinite-dimensional Gaussian process. We then prove under appropriate assumptions that the mean field of the flow is captured by the Navier-Stokes equation forced by the deterministic part of the forcing. The asymptotic behavior of the mean field is derived under a further smallness assumption. The validation of the mean field equation is justified in several ways, including almost sure pathwise convergence for finite time, expectation of the second moment of the difference, convergence of random attractor and invariant measures. All these support the applicability of appropriate equilibrium statistical theories.

In the last section, Section 4, we provide concluding remarks and present some issues that need to be resolved for physically more interesting cases.
2 Deterministic Estimates

Recall that numerical evidence suggests that the long-time asymptotic of the flow is that of a large coherent vortex close to the ground state mode \( \sin x \sin y \) plus small random fluctuations (see Figures 1.2 and 1.3). One of most important and useful quantities in the analysis of fluid problems is the Dirichlet quotient

\[
\Lambda(t) = \frac{\| \Delta \psi \|^2(t)}{\| \nabla \psi \|^2(t)} = \frac{\| q \|^2(t)}{\| \nabla \psi \|^2(t)},
\]

the quotient of the enstrophy \( (E = \frac{1}{2} \| \Delta \psi \|^2) \) over the energy \( (E = \frac{1}{2} \| \nabla \psi \|^2) \). Recall that the Dirichlet quotient controls the small scales in the flow. Indeed, the Dirichlet quotient attains its minimum, the first eigenvalue of the Laplace operator allowed by the geometry, if and only if the flow attains the maximum scale structure allowed by the geometry, i.e., the ground states. This is exactly what our numerics indicate: a Dirichlet quotient close to the first eigenvalue (see Figure 1.2). Moreover, flows with predominant small structures are characterized by a large Dirichlet quotient, while flows with predominantly large structures are characterized by small Dirichlet quotients. Therefore, an upper bound on the Dirichlet quotient for the flow is a partial justification for the emergence of the large-scale structure. Such an upper bound on the Dirichlet quotient is the goal of this section.

In general, a flow governed by the quasi-geostrophic dynamics may not be able to maintain large-scale structure under random small scale bombardments. Indeed, it is easy to construct a flow of the form \( q_L + \epsilon q_s \) where \( q_L \) is a large coherent structure (thus with a small Dirichlet quotient), \( q_s \) is a small structure (thus with a large Dirichlet quotient), and \( \epsilon \) is a small parameter so that \( q_L \) dominates the flow. The bombardment of this flow by a large vortex \( -q_L \) results in the cancellation of the relatively large structure and leads to the extremely small structure \( q_s \) with a much higher Dirichlet quotient. This is supported by the numerical results. However, due to the special setting of the spin-up problem, we will see that the vorticity field will be nonnegative for all time due to a maximum principle. Such a positive vorticity field cannot be annihilated by the positive small-scale bombardment, and this is the main ingredient in the success in deriving an upper bound for the Dirichlet quotient.

There are two stages in the dynamics: a free decay stage and an instantaneous forcing stage. It is easy to see that the Dirichlet quotient is a monotonic decreasing function of time in the free decay stage from (1.9) [35, chap. 3]. Thus it is only necessary to establish that the instantaneous forcing stage cannot increase the Dirichlet quotient without bound.

Here we consider the special case of nonnegative initial vorticity, i.e., \( q_0 \geq 0 \). One special feature of the external forcing given in (1.6) is positivity. When this positivity is combined with the positivity of the initial vorticity, we obtain the positivity of future vorticity via a simple maximum principle argument as we may view (1.1) as a advection-diffusion equation for the vorticity \( \psi \). Hence we have (see,
\( q(\vec{x}, t) \geq 0 \) for all \( t > 0 \).

As for the stream function, it can be solved via the Poisson equation together with the zero boundary condition specified in (1.4). The maximum principle for Poisson equation [17] implies that the stream function is strictly negative inside the box \( Q \) unless \( q \equiv 0 \),

\[ \psi(\vec{x}, t) < 0 \] for all \( t > 0 \).

Next we look into the evolution of the energy \( E \), enstrophy \( \mathcal{E} \), and circulation \( \Gamma = \int_Q q \). After multiplying the quasi-geostrophic (Navier-Stokes) equations (1.1) by \(-\psi \) (or \( 1 \), respectively) and integrating over the square \( Q \), it is easy to derive

\[
\frac{dE}{dt} = -\nu \int_Q |q|^2 - \int_Q \psi \mathcal{F},
\]

\[
\frac{d\mathcal{E}}{dt} = -\nu \int_Q |\nabla q|^2 + \int_Q q \mathcal{F},
\]

\[
\frac{d\Gamma}{dt} = \nu \int_{\partial Q} \frac{\partial q}{\partial n} + \int_Q \mathcal{F}.
\]

where \( \frac{\partial q}{\partial n} \) represents the normal derivative of the vorticity with respect to the unit outer normal at the boundary of the box \( Q \). Since the vorticity is positive inside the box (2.2), the normal derivative of the vorticity is nonpositive, i.e.,

\[
\frac{\partial q}{\partial n} \leq 0 \at \partial Q.
\]

This implies that the Newtonian dissipation decreases the circulation. This is, of course, consistent with the intuitive idea of dissipation. A simple consequence of equations (2.4), (2.5), and (2.6) together with (2.3) is the fact that the positive external forcing \( \mathcal{F} \) increases energy, enstrophy, and circulation. This partially justifies the notation of spin-up.

The dynamics of the Dirichlet quotient \( \Lambda(t) = \mathcal{E}(t)/E(t) \) can be easily calculated using the dynamics of the energy and enstrophy. Indeed, we have [20, 34, 35, 40]

\[
\frac{d\Lambda(t)}{dt} = \frac{1}{E(t)}(\frac{\mathcal{E}(t)}{t} - \Lambda(t)\dot{E}(t))
\]

\[
= -\frac{\nu\|\Delta \vec{v} - \Lambda(t)\vec{v}\|_0^2}{E(t)} + \frac{\int_Q (q + \Lambda(t)\psi)\mathcal{F}}{E(t)}.
\]

Since the sign of \( q + \Lambda(t)\psi \) is not definite, we are not sure if the positive external forcing increases or decreases the Dirichlet quotient. In fact, numerical experiments suggest that it could be both ways.
Our goal here is to derive a time uniform bound on the Dirichlet quotient. The bound would imply that not many small-scale structures are created even though the system is under constant bombardment of small-scale vortices.

We introduce the notation
\[ \omega_j = \omega_r (\vec{x} - \vec{x}_j), \quad \phi_j = \Delta^{-1} \omega_j, \]
and
\[ E_j = -\frac{1}{2} \int_{\Omega} \psi_j \omega_j, \quad \mathcal{E}_j = \frac{1}{2} \int_{\Omega} \omega_j^2. \]

We see immediately, thanks to (1.11), the positivity of \( q \) and \( \omega_j \) and the negativity of \( \psi \) and \( \psi_j \),
\[ 2E(t_j^-) + 2E_j \geq E(t_j^+) \geq E(t_j^-) + E_j, \]
\[ 2E(t_j^-) + 2\mathcal{E}_j \geq \mathcal{E}(t_j^+) \geq E(t_j^-) + \mathcal{E}_j, \]
where \( t_j = j \Delta t \). We also have, by the definition of Dirichlet quotient and the instantaneous forcing effect (1.6),
\[ \Lambda(t_j^+) = \frac{E(t_j^-) + A \int_{\Omega} q(t_j^-) \omega_j + A^2 \mathcal{E}_j}{E(t_j^-) - A \int_{\Omega} q(t_j^-) \psi_j + A^2 \mathcal{E}_j}. \]

It is clear from our choice of \( \omega_j \) in (1.7) that there exists a constant \( \lambda_1 \) such that
\[ \frac{E_j}{\mathcal{E}_j} \leq \lambda_1 \text{ for all } j. \]

In order to derive a uniform-in-time bound on the Dirichlet quotient, it is enough to prove the following claim:

**Claim.** There exists a constant \( \lambda_2 \) such that
\[ \omega_j \leq -\lambda_2 \psi_j \text{ for all } j. \]

We observe that with the validity of the claim we have
\[ \mathcal{E}(t_j^-) + A \int_{\Omega} q(t_j^-) \omega_j + A^2 \mathcal{E}_j \leq \mathcal{E}(t_j^-) - \lambda_2 A \int_{\Omega} q(t_j^-) \psi_j + \lambda_1 A^2 \mathcal{E}_j \]
\[ \leq \Lambda_{t_j^-} E(t_j^-) - \lambda_2 A \int_{\Omega} q(t_j^-) \psi_j + \lambda_1 A^2 \mathcal{E}_j \]
\[ \leq \tilde{\lambda}_j \left( E(t_j^-) - A \int_{\Omega} q(t_j^-) \psi_j + A^2 \mathcal{E}_j \right), \]
where
\[ \tilde{\lambda}_j = \max \{ \Lambda_{t_j^-}, \lambda_2, \lambda_1 \} \]
and hence
\begin{equation}
\Lambda_{j+} \leq \tilde{\lambda}_j.
\end{equation}
\begin{equation}
\text{Notice that during the pure decay stage } t_{j-1} < t < t_{j-1} + \Delta t = t_j, \text{ the Dirichlet quotient is monotonically decreasing (see (2.8)) so we have }
\end{equation}
\begin{equation}
\Lambda_{j-} \leq \Lambda_{j+}.
\end{equation}
When this is combined with (2.16), (2.17), and a simple iteration, we deduce
\begin{equation}
\Lambda_{j+} \leq \bar{\lambda}_1 \leq \bar{\lambda}_0 = \Lambda_0 \overset{\text{def}}{=} \max\{\Lambda_0, \lambda_2, \lambda_1\}
\end{equation}
where
\begin{equation}
\Lambda_0 = \frac{E(q_0)}{E(q_0)}.
\end{equation}
This proves a uniform-in-time bound on the Dirichlet quotient.

It remains to prove claim (2.15). By the special choice of our random forcing (1.6) and the small-scale vortex (1.7), we see that the support of \(\omega_j\) always overlaps with the interior region \(Q_{r_0} = (r_0, \pi - r_0) \times (r_0, \pi - r_0)\) of \(Q\) since the center of \(\omega_j\) lies in this subregion \(Q_{R=0}\). This implies that there exist \(\text{finitely many boxes } B_i, i = 1, \ldots, N\), such that \(B_i \subset Q_{r_0}\) for all \(i\), there exists a constant \(C_1\), and for each \(\omega_j\) there exists a \(B_i\) satisfying
\begin{equation}
\omega_j \geq C_1 \chi_i,
\end{equation}
where
\begin{equation}
\chi_i(\vec{x}) = \begin{cases} 
1 & \text{if } \vec{x} \in B_i \\
0 & \text{otherwise}
\end{cases}
\end{equation}
is the indicator function of the set \(B_i\).

Let \(\phi_i\) be the solution of
\begin{equation}
\Delta \phi_i = \chi_i, \quad \phi_i |_{\partial Q} = 0.
\end{equation}
By a standard comparison principle we have
\begin{equation}
-\psi_j \geq -C_1 \phi_i.
\end{equation}
By Hopf’s strong maximum principle [17] we have
\begin{equation}
\frac{\partial \phi_i}{\partial n} > 0
\end{equation}
at the boundary \(\partial Q\) away from the four corners. More precisely, there exists a constant \(C_2\) such that
\begin{equation}
\frac{\partial \phi_i}{\partial n} > C_2
\end{equation}
provided

\[ |\vec{x} - (0, 0)| \geq \frac{1}{4} r_0, \quad |\vec{x} - (0, \pi)| \geq \frac{1}{4} r_0, \]
\[ |\vec{x} - (\pi, 0)| \geq \frac{1}{4} r_0, \quad |\vec{x} - (\pi, \pi)| \geq \frac{1}{4} r_0. \]  

(2.26)

When this is combined with the negativity of \( \phi_i \) in the interior of the box \( Q \) and the choice of \( \omega_j \) (1.7), we have

\[ -\phi_i \geq C_3 \omega_j \quad \text{for all } i, j. \]  

(2.27)

This combined with (2.23) yields the claim with

\[ \lambda_2 = C_1 C_3. \]  

(2.28)

To summarize, we have the following result:

**Theorem 2.1** For the Navier-Stokes system (1.1) with random kick forcing specified in (1.6) together with boundary conditions (1.4), there is a constant \( \tilde{\lambda}_0 \) that depends on the nonnegative initial data \( q_0 \) and the small-scale random vortex \( \omega \), such that

\[ \Lambda(t) \leq \tilde{\Lambda} = \max \{ \Lambda(q_0), \max \Lambda(\omega_j), \lambda_2 \} \]  

(2.29)

for all time, provided that the initial vorticity is nonnegative, i.e., \( q_0 \geq 0 \).

**Remark.** As we mentioned earlier, such a uniform-in-time bound on the Dirichlet quotient of the flow is nontrivial and indicates some control of the small scales in the flow. Roughly speaking, no scales smaller than the initial small scale or the small scale determined by the forcing could emerge later on. The bound is optimal by considering the special case of zero forcing and the special case of zero initial condition. On the other hand, the bound is not very useful since it is not close to the minimum value of the Dirichlet quotient in our geometry (2). This is somehow expected since we haven’t taken dissipation into consideration (we only used the part that the Dirichlet quotient is nonincreasing during the decay stage), and we are doing a worst scenario analysis for a stochastic problem. This prompts us to take a stochastic approach in the next section.

### 3 Stochastic Estimates

Recall that the numerically observed emergence of large-scale coherent structure is under the bombardment of random small-scale forcing. The analysis in the last section was not sufficient since it is a worst-case scenario analysis not taking into consideration possible random effects. In this section we will study the problem from a probabilistic perspective. We will start with appropriate approximation of the random kick forcing.

It is easy to see that the random kick can be decomposed into a mean part and a random fluctuation part as

\[ \omega_r(\vec{x} - \vec{x}_j) = \bar{\omega}_r + \omega'_r(j), \]  

(3.1)
where the mean part is defined as

\begin{equation}
\bar{\omega}_r = \mathbb{E} \omega_r (\vec{x} - \vec{x}_j)
\end{equation}

with \( \mathbb{E} \) being the mathematical expectation operator over the random center \( \vec{x}_j \). It is easy to see that, thanks to (1.8),

\begin{equation}
\bar{\omega}_r \in H^2_0 (Q), \quad \omega'_r (j) \in H^2_0 (Q).
\end{equation}

\begin{equation}
\mathbb{E} (\| \Delta \omega'_r (j) \|^2_{L^2}) = \mathbb{E} (\| \Delta \omega_r (\vec{x} - \vec{x}_j) \|^2_{L^2}) + \mathbb{E} (\| \Delta \bar{\omega}_r \|^2_{L^2})
\end{equation}

\begin{equation}
-2 \int_Q \Delta \bar{\omega}_r \mathbb{E} (\Delta \omega_r (\vec{x} - \vec{x}_j)) < \infty.
\end{equation}

This means that the \( \{ \omega'_r (j) \} \)'s are \( H^2_0 (Q) \)-valued i.i.d. random variables.

Next we consider the cumulative effect of the forces. Notice at time \( t \), the flow has been bombarded by

\[ \left\lfloor \frac{t}{\Delta t} \right\rfloor \]

number of small-scale random vortices. Thus the deterministic part of the cumulative forcing effect takes the form

\[ \left\lfloor \frac{t}{\Delta t} \right\rfloor A \bar{\omega}_r. \]

Since we are in a nontrivial quasi-equilibrium state, it is natural to expect the deterministic part of the forcing to be of order 1. This implies that the amplitude \( A \) should scale like the time step \( \Delta t \) between forcing. We thus impose the following assumption:

**Assumption (Forcing Scaling Assumption)**

\begin{equation}
A = c_A \Delta t
\end{equation}

where \( c_A \) is now a derived parameter.

In the rigorous analysis, we will make the additional smallness assumption on \( c_A \) as noted elsewhere in the remainder of this paper. The balance in (3.6) further implies that the deterministic part of the cumulative forcing converges to

\[ \int_0^t \tilde{F} \to c_A t \bar{\omega}_r, \]

and thus the deterministic instantaneous forcing may be approximated by

\begin{equation}
\tilde{F} = c_A \bar{\omega}_r,
\end{equation}

which is a steady-state forcing.
We now consider the fluctuation part. The cumulative forcing up to time $t$ for the fluctuating part takes the form, thanks to the amplitude time-step scaling assumption (3.6),

$$\int_0^t F' = A \omega'_1(1) + \cdots + \omega'_i(\lfloor \frac{t}{\Delta t} \rfloor) \frac{1}{\sqrt{\lfloor \frac{1}{\Delta t} \rfloor}}$$

where we have applied an infinite-dimensional version of Donsker’s invariance principle, $G(t)$ denotes an infinite-dimensional Gaussian process, and $(3.9)$ is a small parameter. This further implies that the fluctuating part of the random forcing may be modeled as

$$(3.10) F' = c_A \varepsilon dG/dt.$$

It is not hard to check, thanks to (3.5) and the invariance principle, that the Gaussian process $G(t)$ is $H^2(Q) \cap H^1_0(Q)$ valued. Indeed, assume that the infinite-dimensional Gaussian process $G$ takes the form

$$(3.11) G(\vec{x}, t, \omega) = \sum \vec{k} b_{\vec{k}} e_{\vec{k}}(\vec{x}) \beta_{\vec{k}}(t, \omega)$$

where $\{e_{\vec{k}}(\vec{x})\}$ is an orthonormal basis for $L^2(Q)$ given by $e_{\vec{k}} = \frac{\pi}{2} \sin(k_1 x) \sin(k_2 y)$ and the $\{\beta_{\vec{k}}(t, \omega)\}$’s are standard one-dimensional Brownian motions. These Brownian motions are not necessarily independent (in fact, many of them are dependent). It is then easy to verify that, using a Galerkin approximation if necessary,

$$(3.12) \mathbf{E}(\|\Delta G(t)\|_{L^2}^2) = \sum \vec{k} t |\vec{k}|^4 |b_{\vec{k}}|^2 \leq t \mathbf{E}(\|\Delta \omega'_1(1)\|_{L^2}^2).$$

With the two approximations of the forcing introduced above, we may model the original problem as a stochastic partial differential equation in the following form: Navier-Stokes equations with continuous-in-time small random forcing:

$$(3.13) \frac{\partial q}{\partial t} + \nabla^\perp \psi \cdot \nabla q = v \Delta q + c_A \bar{\omega}_r + c_A \varepsilon \frac{dG}{dt},$$

$$(3.14) q = \Delta \psi.$$

1. We are not able to locate a reference for this infinite-dimensional version of Donsker’s invariance principle. However, such an infinite-dimensional version is expected and can be verified via appropriate modification of the finite-dimensional version provided we have enough decay (in Fourier spaces) and enough smoothness of the fluctuation $\omega'_r$. 
together with the initial condition (1.3) and no-penetration, free-slip boundary condition (1.4). This is the Navier-Stokes equation with a random (white-noise type) forcing. The well-posedness of this type of problem (existence and uniqueness of solution, etc.) is well known (see, e.g., [2, 48]).

Here we are interested in the time-asymptotic behavior of the solutions for parameters lying in appropriate regimes. Similar problems of random small perturbation of deterministic dynamical systems have been studied mostly for the case of stochastic differential equations utilizing large deviation theory [21]. Our goal here is to show that the eventual state is a large coherent structure similar to the ground state mode \( \sin(x) \sin(y) \) plus small random fluctuations under appropriate assumptions.

### 3.1 Zero Noise Limit Problem and Coherent Structure

Since there is a small parameter \( \varepsilon \) in the continuous version (3.13) of our problem, we formally set \( \varepsilon \) to 0 and deduce the following zero noise limit problem:

\[
\begin{align*}
\frac{\partial q^0}{\partial t} + \nabla \perp \psi^0 \cdot \nabla q^0 &= \nu \Delta q^0 + c_A \bar{\omega}_r, \\
q^0 &= \Delta \psi^0, 
\end{align*}
\]

with the same initial boundary condition. This is the usual deterministic Navier-Stokes equation, and we know that for small enough \( c_A \) (which translates into small amplitude for individual random bombardments for fixed viscosity \( \nu \) and size of random vortex \( r \) from (3.6)), the long-time dynamics is determined by the unique steady state (see [45])

\[
\begin{align*}
\nabla \perp \psi^0_\infty \cdot \nabla q^0_\infty &= \nu \Delta q^0_\infty + c_A \bar{\omega}_r, \\
q^0_\infty &= \Delta \psi^0_\infty, 
\end{align*}
\]

together with the no-penetration, free-slip boundary condition (1.4).

For an even smaller relative amplitude \( c_A \), the mean field equation is approximately linearized,

\[
\begin{align*}
-\nu \Delta q^0_\infty &\approx c_A \bar{\omega}_r, \\
q^0_\infty &= \Delta \psi^0_\infty, 
\end{align*}
\]

and the solution is given by

\[
q^0_\infty \approx \frac{c_A}{\nu} (-\Delta)^{-1}(\bar{\omega}_r). 
\]

It is clear that \( \bar{\omega}_r \) is a constant within the subsquare \( Q_{2r_0} = [2r_0, 2\pi - 2r_0] \times [2r_0, 2\pi - 2r_0] \), and it monotonically decreases to 0 at the boundary as \( \vec{x} \) moves to the boundary in the outward normal direction. Thus \( \bar{\omega}_r \) is approximately a constant on \( Q \) in \( L^2 \) space, and the order of the constant is apparently related to \( r \) and can be estimated to be on the order of \( r^2 \), i.e.,

\[
\bar{\omega}_r \approx r^2. 
\]
since
\[ \omega_r(\vec{x}) \geq \frac{1}{4} \quad \text{for} \ |\vec{x}|^2 \leq \frac{r^2}{2}, \quad \omega_r(\vec{x}) \leq 1 \quad \text{for} \ |\vec{x}|^2 \leq r^2. \]
This further implies, for very small relative amplitude \( c_A \) and small \( r_0 \) \( (r_0 \geq r) \),
\[ q_0(\vec{x}) \approx c_A r^2 \nu \left( \frac{-1}{\Delta_1} \right)^{-1}(1). \]
It is then interesting to calculate \( (\frac{-1}{\Delta_1})^{-1}(1) \) and check to see if it is close to the large-scale coherent structure \( \sin(x) \sin(y) \) predicted by equilibrium statistical theory. A straightforward calculation shows
\[ (\Delta_1)^{-1}(1) = \sum_{l_1=0}^{\infty} \sum_{l_2=0}^{\infty} \frac{16}{\pi^2(2l_1+1)(2l_2+1)((2l_1+1)^2 + (2l_2+1)^2)} \sin((2l_1+1)x) \sin((2l_2+1)y). \]
It is now easy to check that there is an extremely strong correlation between \( (\frac{-1}{\Delta_1})^{-1}(1) \) and the ground state mode \( \sin(x) \sin(y) \)
\[ \text{corr}(\sin(x) \sin(y), (\Delta_1)^{-1}(1)) \approx 0.99, \]
where the graphical correlation of two functions is given by
\[ \text{corr}(f, g) = \frac{\int f g}{\|f\|_L^2 \|g\|_L^2}. \]
Such a strong correlation would explain the success of the equilibrium statistical theory observed in numerical experiments provided the asymptotic behavior is governed by the limiting scaling (3.23). Our numerical experiments (see Figure 3.1) strongly support our heuristic argument here. In Figure 3.1, the top left panel is the graph of \( (\Delta_1)^{-1}(1) \), which clearly looks like the large-scale coherent structure. The upper right panel is the correlation between the vorticity \( q \) and \( (\Delta_1)^{-1}(1) \), which is above 98% for large times. The bottom left panel is the \( L^2 \) norm of the component of the vorticity \( q \), which is perpendicular to \( (\Delta_1)^{-1}(1) \). This is the error of the heuristic prediction and remains under 2.5% for large times. The bottom right panel is the relative error of the heuristic prediction, which is under 10% for large times.

Combining the strong correlation between the vorticity field \( q \) and the heuristic prediction \( (\Delta_1)^{-1}(1) \), and the strong correlation between \( (\Delta_1)^{-1}(1) \) and the ground state mode (prediction of statistical theory), we obtain the strong correlation between the vorticity field \( q \) and the ground state mode \( \sin(x) \sin(y) \), which further validates the equilibrium statistical theory. Indeed, we have the following:

**Lemma 3.1** Assume that the functions \( g_1, g_2, \) and \( g_3 \) satisfy
\[ \text{corr}(g_1, g_3) \geq 1 - \delta_1, \quad \text{corr}(g_2, g_3) \geq 1 - \delta_2. \]
Then
\[ \text{corr}(g_1, g_2) \geq 1 - (\sqrt{\delta_1} + \sqrt{\delta_2})^2 \]
PROOF: Without loss of generality, we assume \( g_1, g_2, \) and \( g_3 \) are unit vectors (their \( L^2 \) norms equal to 1). This implies

\[
(g_1, g_3) = \text{corr}(g_1, g_3) \geq 1 - \delta_1, \quad (g_2, g_3) = \text{corr}(g_2, g_3) \geq 1 - \delta_2.
\]

Now consider the orthogonal decomposition of \( g_1 \) and \( g_2 \) in the direction parallel to \( g_3 \) and the complementary direction perpendicular to \( g_3 \), i.e.,

\[
g_1 = r_1 g_3 + g_1', \quad (g_1', g_3) = 0,
\]

\[
g_2 = r_2 g_3 + g_2', \quad (g_2', g_3) = 0.
\]

Thus we have

\[
(g_1, g_3) = r_1 \geq 1 - \delta_1,
\]

\[
(g_2, g_3) = r_2 \geq 1 - \delta_2,
\]

which further implies

\[
\|g_1'\| = \sqrt{1 - r_1^2} \leq \sqrt{2\delta_1 - \delta_1^2}.
\]

Similarly,

\[
\|g_2'\| \leq \sqrt{2\delta_2 - \delta_2^2}.
\]
Therefore,
\[(g_1, g_2) = (r_1 g_3 + g_4', r_2 g_3 + g_5')
= r_1 r_2 + (g_4', g_5')
\geq (1 - \delta_1)(1 - \delta_2) - \|g_4'||g_5'\|
\geq (1 - \delta_1)(1 - \delta_2) - \sqrt{(2\delta_1 - \delta_1^2)(2\delta_2 - \delta_2^2)}
\geq 1 - \delta_1 - \delta_2 - 2\sqrt{\delta_1 \delta_2}
\geq 1 - (\sqrt{\delta_1} + \sqrt{\delta_2})^2.
\]
This ends the proof of the lemma. \qed

In our particular application we have
\[
corr(q, (-\Delta)^{-1}(1)) \geq 1 - 0.02,
\]
\[
corr(\sin(x) \sin(y), (-\Delta)^{-1}(1)) \geq 1 - 0.02,
\]
which implies, thanks to the lemma,
\[
corr(q, \sin(x) \sin(y)) \geq 1 - (2\sqrt{0.02})^2 = 0.92,
\]
which is very good, although not as good as what the numerics suggest.

It is interesting to notice that there is some discrepancy between the proposed theory above and the numerical evidence. The amplitude of the forcing in our numerical experiments is not small as required in the theory (we have \(v = 0.01, A = 1, \Delta t = 0.1\)). It seems that there are two possible explanations for this numerical fact. First, the radius of the random forcing vortex, \(r\), is small \((r = 1/64)\), and thus the deterministic part of the forcing, \(\bar{\omega}_r\), is small (scale like \(r^2\); see (3.22)). Second, the long-time dynamics is close to \(q_0^0\), which is close to the first eigenmode \(\sin x \sin y\). It is well known that if the first eigenmode of the Laplacian is a steady state, then it is globally stable (see, e.g., [6, 35, 36]). It is then expected that if we have a steady state of the deterministic system close to the first eigenmode, it may have a small attracting basin. The existence of such an attracting basin would further imply some kind of stability for the corresponding random system with small noise. This will be addressed in detail elsewhere.

We can also view this as a consequence of the upper semicontinuity of global attractors. We would like to point out that the phenomenon is not a small-Reynolds-number phenomenon. The Reynolds number in the simulation presented here is relatively small (around 50). However, numerical simulations by Grote and Majda [24] with Reynolds number in the thousands demonstrate the same kind of emergence of large-scale coherent structure under small-scale random bombardments.

Our goal now is to establish the validity of the zero noise limit (3.15) in a rigorous fashion whose long-time limiting behavior at small relative amplitude \(c_A\) and small radius of forcing vortex \(r\) are given by (3.23).
3.2 Justification of the Zero Noise Limit at Finite Times

Our first justification of the zero noise limit is in terms of finite-time, almost sure pathwise convergence to the zero noise limit (3.15).

The idea is simple. The continuous-time stochastic version (3.13) does have a small random forcing term \( c_A \varepsilon \frac{dG}{dt} \). However, \( \frac{dG}{dt} \) is not a function but a distribution (generalized function). In order to overcome this difficulty, we consider the change of variable

\[
\tilde{q} = q - c_A \varepsilon G.
\]

It is easy to check that \( \tilde{q} \) satisfies the equation

\[
\frac{\partial \tilde{q}}{\partial t} + \nabla \psi - c_A \varepsilon \Delta^{-1} G \cdot \nabla G + c_A \varepsilon \Delta^{-1} G \cdot \nabla G = \nu \Delta \tilde{q} + c_A \varepsilon \bar{\omega}_r + v c_A \varepsilon \Delta G,
\]

\[
\tilde{q} = \Delta \psi.
\]

Next we take the difference between the new unknown \( \tilde{q} \) and the zero noise solution \( q^0 \),

\[
q' = \tilde{q} - q^0.
\]

We then deduce that \( q' \) satisfies the following equation:

\[
\frac{\partial q'}{\partial t} + \nabla \psi \cdot \nabla q + c_A \varepsilon \nabla \tilde{\psi} \cdot \nabla G + c_A^2 \varepsilon^2 \nabla^4 (\Delta^{-1} G) \cdot \nabla G
\]

\[
+ \nabla^4 (\psi' + c_A \varepsilon \Delta^{-1} G) \cdot \nabla q^0 = \nu \Delta q' + v c_A \varepsilon \Delta G,
\]

\[q' = \Delta \psi', \quad q'|_{t=0} = 0 = q'|_{\partial Q} = \psi'|_{\partial Q}.
\]

Multiplying the equation by \( q' \) and integrating over \( Q \), we deduce

\[
\frac{1}{2} \frac{d}{dt} \|q'\|^2 + \nu \|\nabla q'\|^2 \leq c_A v \|\nabla G\| \|\nabla q'\| + c_A \varepsilon \|\nabla \tilde{\psi}\| \|\nabla G\|_{L^\infty} \|q'\|
\]

\[
+ c_A^2 \varepsilon^2 \|\nabla^4 \Delta^{-1} G\| \|\nabla G\|_{L^\infty} \|q'\| + \|\nabla^4 \psi'\| \|\nabla q^0\|_{L^\infty} \|q'\|
\]

\[
+ c_A \varepsilon \|\nabla^4 \Delta^{-1} G\| \|\nabla q^0\|_{L^\infty} \|q'\|
\]

\[
\leq \frac{\nu}{2} \|\nabla q'\|^2 + \varepsilon^2 \frac{c_A^2 v}{2} \|\nabla G\|^2 + \frac{1}{2} \|q'\|^2
\]

\[
+ \varepsilon^2 (2 c_A^2 \|\nabla \tilde{\psi}\|^2 \|\nabla G\|_{L^\infty}^2 + 2 c_A^4 \varepsilon^2 \|\nabla^4 \Delta^{-1} G\|^2 \|\nabla G\|_{L^\infty}^2
\]

\[
+ 2 c_A^2 \|\nabla^4 \Delta^{-1} G\|^2 \|\nabla q^0\|_{L^\infty}^2 ) + \frac{\|\nabla q^0\|_{L^\infty}}{\sqrt{2}} \|q'\|^2,
\]

which implies

\[
\frac{d}{dt} \|q'\|^2 + \nu \|\nabla q'\|^2 \leq (1 + \sqrt{2} \|\nabla q^0\|_{L^\infty}) \|q'\|^2
\]
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\[ + \varepsilon^2 \left( c_A^2 v \| \nabla G \|^2 + 4 c_A^2 \| \nabla \Delta^{-1} G \|^2 \nabla G \|_{L^\infty}^2 \right. \]
\[ + 4 c_A^2 \| \nabla \Delta^{-1} G \|^2 \| \nabla q \|_{L^\infty}^2 + 4 c_A^2 \| \nabla \psi \|^2 \| \nabla G \|_{L^\infty}^2, \]

\[ \| q' \|_{t=0} = 0. \]

For any fixed time \( T \geq 0 \), for almost all \( \omega \) in the probability space (probability 1), \( G(t, \omega) \) is a continuous function on \([0, T]\) and \( G(0, \omega) = 0 \), with values in \( H^2(Q) \cap H^1_0(Q) \) (see (3.12)). Thus all terms involving \( G \) on the right-hand side of the energy equation are bounded on \([0, T]\). The zero noise solutions are smooth [5].

Let us assume for the moment that \( \| \nabla \psi \| \) is also a function bounded in time. We may then deduce from the energy inequality

\[ \frac{d}{dt} \left( c_1 \| q' \|^2 + c_2 \varepsilon^2 \right), \]

where \( c_1 \) and \( c_2 \) are constants independent of \( \varepsilon \). This implies, thanks to the classical Gronwall inequality, that there exist constants \( \kappa_1 \) and \( \kappa_2 \), independent of \( \varepsilon \), such that

\[ \| q' \|_{L^\infty(0,T;L^2(Q))} = \| q - c_A \varepsilon G - q^0 \|_{L^\infty(0,T;L^2(Q))} \leq \kappa_1 \varepsilon, \]
\[ \| \nabla q' \|_{L^2(0,T;L^2(Q))} = \| \nabla q - c_A \varepsilon \nabla G - \nabla q^0 \|_{L^2(0,T;L^2(Q))} \leq \kappa_2 \varepsilon, \]

which further implies the following:

**Theorem 3.2** For any fixed time \( T \), for almost all \( \omega \) in the probability space, i.e., with probability 1, there exist constants \( \kappa_1 \) and \( \kappa_2 \), independent of \( \varepsilon \), such that

\[ \| q - q^0 \|_{L^\infty(0,T;L^2(Q))} \leq \kappa_1 \varepsilon, \]
\[ \| \nabla q - \nabla q^0 \|_{L^2(0,T;L^2(Q))} \leq \kappa_2 \varepsilon. \]

**Proof:** We have almost everything except for the time uniform estimate on \( \| \nabla \psi \| \). For this purpose we multiply the equation for \( \tilde{q} \) by \( \tilde{q} \) and integrate over \( Q \) and deduce

\[ \frac{1}{2} \frac{d}{dt} \| \tilde{q} \|^2 + \varepsilon \| \nabla \tilde{q} \|_{L^2}^2 \]
\[ \leq c_A \| \tilde{q} \| + c_A \varepsilon \| \Delta^{-1} G \| \| \nabla \tilde{q} \| + c_A \varepsilon \| \nabla \psi \| \| \nabla G \|_{L^\infty} \| \tilde{q} \| \]
\[ + c_A^2 \varepsilon^2 \| \nabla \Delta^{-1} G \| \| \nabla G \|_{L^\infty} \| \tilde{q} \| \]
\[ \leq \frac{\varepsilon}{2} \| \nabla \tilde{q} \|_2 + \frac{1}{2} (1 + 2 c_A \varepsilon \| \nabla G \|_{L^\infty}) \| \tilde{q} \|^2 \]
\[ + c_A^2 \| \tilde{q} \|_{L^2}^2 + \frac{c_A^2 \varepsilon^2}{2} \| \nabla G \|^2 \| \nabla \Delta^{-1} G \|^2 \| \nabla G \|^2_{L^\infty}. \]

Therefore, for almost all \( \omega \) (probability 1)

\[ \| \tilde{q} \|_{L^\infty(0,T;L^2(Q))} \leq \kappa, \quad \| \tilde{q} \|_{L^2(0,T;H^1(Q))} \leq \kappa, \]
where $\kappa$ is a constant uniform for small $\varepsilon$ ($\varepsilon \leq 1$). This completes the proof of the theorem.

\[ \square \]

Remark. This theorem gives us a clear indication that the deterministic zero noise model is the zero noise limit of the noisy model (3.13). The pathwise convergence rate of $\varepsilon$ is the usual strong convergence rate in stochastic analysis [3, 27]. On the other hand, the convergence result is weak in the sense that all these constants depend on $\omega$ (path dependent) and it is for finite time.

3.3 Zero Noise Limit at Large Times

Our next justification of the heuristic limit will be for long time at the expense of imposing a relative smallness condition on data. We also have an estimate on the variation.

Indeed, the mathematically correct way of writing the continuous-in-time stochastic version of our problem (3.13) is

\begin{equation}
\begin{aligned}
dq + (-\nu &\Delta q + \nabla^\perp \psi \cdot \nabla q - c_A \omega_r)dt = c_A \varepsilon dG
\end{aligned}
\end{equation}

where we choose to use the Itô formulation over the Stratonovich formulation.

The difference between the noisy solution $q$ and the zero noise solution $q^0$, i.e., $q' = q - q^0$, satisfies the Itô differential equation

\[ dq' + (-\nu \Delta q' + \nabla^\perp \psi \cdot \nabla q' + \nabla^\perp \psi' \cdot \nabla q^0)dt = c_A \varepsilon dG. \]

We then formally apply Itô’s celebrated formula to

\[ \|q'\|^2 = \int_Q (q')^2 d\bar{x}, \]

and we have

\begin{equation}
\begin{aligned}
d\|q'\|^2 &= 2q' \cdot dq' + \frac{1}{2}c^2_A \varepsilon^2 \sum_{k} b_k b_l e_k e_l c_{kl} dt \\
&= \left( 2vq' \Delta q' - 2\nabla^\perp \psi \cdot \nabla q' q' - 2\nabla^\perp \psi' \cdot \nabla q^0 q' + c^2_A \varepsilon^2 \sum_{k} b_k b_l e_k e_l c_{kl} \right) dt \\
&\quad + 2c_A \varepsilon q' dG,
\end{aligned}
\end{equation}

where

\begin{equation}
\begin{aligned}
c_{kl} = E(\beta_k \beta_l)
\end{aligned}
\end{equation}

is the covariance between $\beta_k$ and $\beta_l$.

Integrating over $Q$ and utilizing the orthonormal property of $\{e_k\}$, we have

\begin{equation}
\begin{aligned}
d\|q'\|^2 &= \left( -2v \|q'\|^2 + c^2_A \varepsilon^2 \sum_{k} b_k^2 \right) dt - 2 \left( \int_Q \nabla^\perp \psi' \cdot \nabla q^0 q' d\bar{x} \right) dt \\
&\quad + 2c_A \varepsilon \int_Q (q', dG) d\bar{x}
\end{aligned}
\end{equation}
\[
\begin{align*}
\leq \left( -2v \| \nabla q' \|^2 + c_A^2 \varepsilon^2 \sum_{\vec{k}} b^2_{\vec{k}} + 2 \| \nabla^\perp \psi' \|_{L^\infty} \| \nabla q' \| \| q^0 \| \right) dt \\
+ 2c_A \varepsilon \int_Q (q', dG) d\vec{x} \\
\leq \left( -2v \| \nabla q' \|^2 + c_A^2 \varepsilon^2 \sum_{\vec{k}} b^2_{\vec{k}} + c_1 \| q' \|^2 \| \nabla q' \|^2 \| q^0 \| \right) dt \\
+ 2c_A \varepsilon \int_Q (q', dG) d\vec{x} \\
\leq -2v \| \nabla q' \|^2 \left( 1 - \frac{c_2 \| q^0 \|}{v} \right) dt + c_A^2 \varepsilon^2 \sum_{\vec{k}} b^2_{\vec{k}} dt \\
+ 2c_A \varepsilon \int_Q (q', dG) d\vec{x}.
\end{align*}
\]

Now we postulate the smallness condition
\[(3.34) \quad \frac{c_2 \| q^0 \|}{v} \leq \frac{1}{2}.\]

We then deduce, from the previous inequality,
\[
d(e^{vt} \| q'(t) \|^2) \leq e^{vt} c_A^2 \varepsilon^2 \sum_{\vec{k}} b^2_{\vec{k}} dt + 2c_A \varepsilon e^{vt} \int_Q (q', dG) d\vec{x}
\]

which further implies
\[
e^{vt} \| q'(t) \|^2 \leq e^{vt_0} \| q'(t_0) \|^2 + (e^{vt} - e^{vt_0}) \frac{c_A^2 \varepsilon^2}{v} \sum_{\vec{k}} b^2_{\vec{k}} \\
+ 2c_A \varepsilon \int_0^t e^{vs} \int_Q (q'(s), dG(s)) d\vec{x}.
\]

Next, we apply the mathematical expectation operator \( E \) and utilize the martingale property of \( \int_0^t e^{vt} \int_Q (q', dG) \), obtaining
\[(3.35) \quad E(\| q'(t) \|^2) \leq e^{-v(t-t_0)} E(\| q'(t_0) \|^2) + \frac{c_A^2 \varepsilon^2}{v} \sum_{\vec{k}} b^2_{\vec{k}}.
\]

As shown next, the estimates in (3.34) and (3.35) lead to the following:

**Theorem 3.3** Assume relative weak amplitude of the forcing so that the smallness condition (3.34) is satisfied for any initial data at large time. Then there exists a constant \( \kappa \) independent of \( \varepsilon \) but dependent on initial data and all other parameters such that
\[(3.36) \quad E(\| q - q^0(t) \|^2) \leq \kappa \varepsilon^2
\]

for all time.
PROOF: To complete the proof, we need to show that the first term in (3.35) is of order $\varepsilon^2$.

For small enough $c_A$, it is easy to see that the zero noise solution $q^0$ (3.15) will satisfy the smallness condition (3.34) \[11, 19, 32, 46\].

Indeed, a simple calculation reveals
\[
\frac{d}{dt}\|q^0\|^2 + \nu \|\nabla q^0\|^2 \leq \frac{c_A^2 \|\bar{\omega}_r\|^2}{\nu}.
\]

Hence we have, after applying the Poincaré inequality,
\[
\frac{d}{dt}\|q^0\|^2 + 2\nu \|q^0\|^2 \leq \frac{c_A^2 \|\bar{\omega}_r\|^2}{\nu},
\]
which leads to
\[
\|q^0(t)\|^2 \leq e^{-2\nu t} \|q^0\|^2 + \frac{c_A^2 \|\bar{\omega}_r\|^2}{4\nu^2}.
\]

Thus we have the smallness condition (3.34) for large time satisfied provided
\[
\frac{c_A^2 \|\bar{\omega}_r\|^2}{\nu^4} \leq \frac{1}{2}.
\]

Then for
\[
t \geq T \overset{\text{def}}{=} \frac{1}{\nu} \ln \frac{4c_A \|q_0\|^2}{\nu}
\]
the inequality (3.35) holds, which further leads to our estimate over the interval $[T, \infty)$ provided we can control $E(||q(T)||^2)$ in the order of $\varepsilon^2$.

For the time interval $[0, T]$, we make a slight change in the inequalities in applying Itô’s formula, and we have
\[
\frac{d}{dt} E(||q'||^2) \leq -\nu E(||\nabla q'||^2) + \frac{c_3}{\nu^3} \|q^0\|^4 E(||q'||^2) + c_A^2 \varepsilon^2 \sum_k b_k^2.
\]

This leads to a desired bound on $E(||q'||^2)$ of the order of $\varepsilon^2$ on the time interval $[0, T]$.

The proof is complete after combining the above two estimates. $\square$

Remark. The theorem states that the expected value of the distance in $L^2$ from the noisy solution to the heuristic limit of zero noise solution is of the order of $\varepsilon$ for all time. This explains the emergence of large coherent structure very well when combined with our earlier discussion on the behavior of the solution to the zero noise equation.
3.4 Convergence of the Random Attractor

It is well known that the two-dimensional Navier-Stokes equation can be viewed as a dissipative dynamical system and possesses a global attractor [45]. This deterministic theory can be extended to the stochastic case [1, 7, 18] in terms of random dynamical systems and random attractors. For the sake of exposition we quickly recall some of the relevant notation.

Given a probability space \((\Omega, \mathcal{F}, P)\) and a family of measure-preserving maps \(\theta_t\) on \(\Omega\) satisfying
\[(3.41)\quad \theta_0 = \text{Id}, \quad \theta_{t+s} = \theta_t \theta_s,\]
a random dynamical system is a map \(\phi\)
\[\phi : \mathbb{R}^+ \times \Omega \times H \to H,\]
\[(t, \omega, u) \mapsto \phi(t, \omega) u,\]
satisfying
\[\phi(0, \omega) = \text{Id},\]
\[\phi(t + s, \omega) = \phi(t, \theta_t \omega) \cdot \phi(s, \omega) \quad \text{(cocycle property)}.\]

Here \(H\) is the physical phase space of the problem, which in our case would be the \(L^2\) space for the vorticity \(q\).

A random set \(A(\omega)\) is called a random attractor of the random dynamical system \(\phi\) if
1. \(A(\omega)\) is compact with “probability” 1 and \(\text{dist}\{u\}, A(\omega)\) is measurable for all \(u \in H\),
2. \(\phi(t, \omega) A(\omega) = A(\theta_t \omega)\) for all \(t \geq 0\) (invariance) and
3. for any bounded set \(B\) in \(H\)
\[\lim_{t \to \infty} \text{dist}(\phi(t, \theta_{-t} \omega) B, A(\omega)) = 0\]
with probability 1 (attracting).

The theory of the random attractor applies to our continuous-in-time stochastic version of our problem (3.13) in the sense that we can prove the existence of random attractors \(A_\varepsilon(\omega)\) for each \(\varepsilon > 0\). Moreover, the random attractors \(A_\varepsilon(\omega)\) are related to the zero noise attractor \(A_0\) of (3.15) in an upper semicontinuous fashion just as in the deterministic case [26, 45]. More precisely, we have the following:

**Theorem 3.4** Let \(A_\varepsilon(\omega)\) be the random attractor of the random dynamical system generated by (3.13) with noise level \(\varepsilon\), and let \(A_0\) be the global attractor of the deterministic Navier-Stokes system (3.15). Then \(A_\varepsilon(\omega)\) converges to \(A_0\) in an upper semicontinuous fashion with probability 1, i.e.,
\[(3.42)\quad \lim_{\varepsilon \to 0} \text{dist}(A_\varepsilon(\omega), A_0) = 0 \quad \text{a.s.}\]
PROOF: The proof is an application of a result obtained by Caraballo, Langa, and Robinson [4] regarding upper semicontinuity of the attractor for small random perturbations of a dynamical system. In fact, they already applied their result to small random perturbations of deterministic, two-dimensional, Navier-Stokes equations (NSEs). The differences are that (1) they used a velocity-pressure formulation of the NSE and (2) they allowed only one mode random perturbation, i.e., \( G = \phi(\vec{x})\beta(t) \), where \( \phi \) is a fixed mode not necessarily related to an eigenmode of the Laplace operator and \( \beta \) is a standard, one-dimensional Brownian motion.

There are two main ingredients in the application of the Caraballo, Langa, and Robinson result, namely,

1. uniform (from bounded initial data) convergence of trajectories with probability 1 (this is basically the first justification that we presented) and
2. the existence of a uniform, compact absorbing set.

The second part can be accomplished with minor modification of the argument of Carabolla, Lange, and Robinson. We leave out the details; the interested reader may consult the original work for more information [4]. The completes the proof of this theorem.

The result presented here again explains the emergence of the large-scale coherent structure observed in the numerical experiments since the numerical result (long-time behavior) must be close to the solution of the zero-noise limit (3.15) which resembles, as shown earlier, a large-scale coherent structure at small amplitude.

Since the long-time behavior of the limit deterministic system (3.15) is unique for small relative amplitude \( c_A \), and since the noisy solution \( q \) converges to the zero noise solution (both in terms of trajectories and in terms of attractors), we naturally wonder if there is any uniqueness for the noisy system (3.13) in terms of long-time behavior for small noise (small \( \varepsilon \)) and small relative amplitude (small \( c_A \)). It is then clear that we should look into the question of whether the random attractors \( \mathcal{A}_\varepsilon(\omega) \) generated by the stochastic PDE (3.13) have only one point (one single stochastic process). If the random attractor \( \mathcal{A}_\varepsilon(\omega) \) consists of one stochastic process only, we then deduce that all statistical information must be encoded in this single stochastic process. Indeed, this implies that there exists a unique invariant measure. The support of the measure, which is exactly \( \mathcal{A}_\varepsilon \), must be close to \( \mathcal{A}_0 \), which is a one-point set \( \{ q_0^\infty \} \) for small enough \( c_A \). This would offer an explanation of the emergence of large coherent structure in a way that is closer to traditional statistical theory; namely, there exists a unique invariant measure, and the statistics with respect to the unique invariant measure yield a large coherent structure close to \( q_0^\infty \) that is asymptotically (up to a scaling) \((-\Delta)^{-1}(\tilde{\omega}_r) \approx (-\Delta)^{-1}(1)\), which has an extremely strong correlation with \( \sin(x)\sin(y) \). Indeed, all these heuristics are correct, and we have the following theorem:
THEOREM 3.5 For small enough relative amplitude $c_A$ of the forcing, the continuous-time stochastic model (3.13) possesses a unique invariant measure, and the random attractor consists of a single stochastic process $q_\infty(\omega, \varepsilon)$.

Moreover, we have the following commutative diagram:

$$
\begin{array}{c}
q(t, \omega, \varepsilon) \xrightarrow{t \to \infty} q_\infty(\omega, \varepsilon) \\
\downarrow_{\varepsilon \to 0} \quad \downarrow_{\varepsilon \to 0} \\
q^0(t, \omega) \xrightarrow{t \to \infty} q^0_\infty
\end{array}
$$

Furthermore, we also have

$$
\lim_{c_A \to 0, r_0 \to 0} \lim_{r \to 0} \text{corr} \left( q^0_\infty, (-\Delta)^{-1}(1) \right) = 1.
$$

PROOF: The second part of the theorem is clear since we have

$$
\lim_{c_A \to 0} \lim_{r_0 \to 0} \lim_{r \to 0} \text{corr} \left( q^0_\infty, (-\Delta)^{-1}(\bar{\omega}_r) \right) = 1
$$

and

$$
\lim_{r_0 \to 0} \lim_{r \to 0} \text{corr} \left( (-\Delta)^{-1}(\bar{\omega}_r), (-\Delta)^{-1}(1) \right) = 1.
$$

Therefore, according to Lemma 3.1,

$$
\lim_{c_A \to 0, r_0 \to 0} \lim_{r \to 0} \text{corr} \left( q^0_\infty, (-\Delta)^{-1}(1) \right) = 1.
$$

We have already shown that, with probability 1, trajectories of the noisy system (3.13) converge to that of the deterministic zero noise limit system (3.15) as mentioned earlier. It is well known that the deterministic system has a trivial attractor \(A_0 = \{q^0_\infty\}\) for small enough relative amplitude $c_A$. We have also shown in the previous theorem that the long-time behavior of the noisy system (3.13) in terms of the attractors $A_\varepsilon$ converges to the trivial attractor $A_0$ as $\varepsilon$ approaches 0. (In this case, upper semicontinuity implies continuity since $A_0$ consists of one point only.)

The convergence of attractors also follows from Theorem 3.3. Thus we only need to show that the random attractor of the noisy system consists of one single stochastic process $q_\infty^\varepsilon$ in order to establish the validity of the commutative diagram (3.43). In fact, if each random attractor at a fixed noise level consists of one stochastic process, the long-time convergence result stated in Theorem 3.2 and the fact that the deterministic attractor of the zero noise system is trivial implies the convergence of random attractors without invoking Theorem 3.3.

In order to show that the random attractor of the stochastic system (3.13) consists of one point only, we only need to show that there is contraction of the phase space under the dynamics. More precisely, we need to show that for almost all $\omega$ (probability 1) and any two initial data $q_{01}, q_{02}$, the solutions starting from $q_{01}$ and
\( q_{02} \), denoted \( q^{(1)} \) and \( q^{(2)} \), respectively, converge together, i.e., \( \| q^{(2)} - q^{(1)} \| \to 0 \) as \( t \to \infty \).

Indeed, \( q' = q^{(2)} - q^{(1)} \) satisfies the following equations:

\[
\frac{\partial q'}{\partial t} + \nabla \cdot q^{(2)} \cdot \nabla q' + \nabla \cdot \psi' \cdot \nabla q^{(1)} = v \Delta q',
\]

\[
q' = \Delta \psi',
\]

\[
q'|_{t=0} = q_{02} - q_{01}.
\]

Multiplying the equation by \( q' \) and integrating over \( Q \), we deduce

\[
\frac{d}{dt} \| q' \|^2 \leq -2v \| \nabla q' \|^2 + 2 \| \nabla \psi' \|_{L^\infty} \| q' \| \| \nabla q^{(1)} \|
\]

(3.48)

\[
\leq -(4v - c_4 \| \nabla q^{(1)} \|) \| q' \|^2,
\]

which further implies

(3.49)

\[
\| q'(t) \|^2 \leq \| q_{02} - q_{01} \|^2 \exp \left( -4v t \left( 1 - \frac{c_4}{4vt} \int_0^t \| \nabla q^{(1)}(s) \| ds \right) \right).
\]

Therefore, we will have exponential contraction provided that

(3.50)

\[
\frac{1}{t} \int_0^t \| \nabla q^{(1)}(s) \| ds \leq \frac{2v}{c_4}
\]

is satisfied for large \( t \).

In order to estimate \( \frac{1}{t} \int_0^t \| \nabla q^{(1)}(s) \| ds \), we apply Itô’s formula again utilizing (3.32)

\[
dq^2 = 2q dq + \frac{1}{2} 2c_A^2 \epsilon^2 \sum b_k b_i e_k^e e_i e_{ij} dt
\]

\[
= \left( 2v q \Delta q - 2 \nabla \psi \cdot \nabla q \cdot q + 2q c_A \bar{\omega}_r + c_A^2 \epsilon^2 \sum b_k b_i e_k^e e_i e_{ij} \right) dt + 2c_A \epsilon q dG.
\]

Integrating over \( Q \) we deduce

\[
d\| q \|^2 \leq \left( -2v \| \nabla q \|^2 + 2c_A \| \bar{\omega}_r \| \| q \| + c_A^2 \epsilon^2 \sum b_k^2 \right) dt + 2c_A \epsilon \sum b_k \hat{q}_k dt
\]

\[
\leq \left( -v \| \nabla q \|^2 + \frac{c_A^2}{v} \| \bar{\omega}_r \|^2 + c_A^2 \epsilon^2 \sum b_k^2 \right) dt + 2c_A \epsilon \sum b_k \hat{q}_k dt,
\]

where

\[
q(t) = \sum_k \hat{q}_k(t) e_k(\bar{x})
\]

This further implies

\[
\frac{1}{t} \int_0^t \| \nabla q(s) \|^2 ds \leq \frac{1}{tv} \| q_0 \|^2 + \frac{c_A^2}{v^2} \| \bar{\omega}_r \|^2 + \frac{c_A^2 \epsilon^2}{v} \sum b_k^2 + \frac{2c_A \epsilon}{v} \frac{1}{t} \int_0^t \sum b_k \hat{q}_k dt.
\]
It is clear that the first three terms on the right-hand side can be made small, i.e.,

\[
\frac{1}{t^v} \|q_0\|^2 + c_A^2 \nu \|\hat{\omega}_v\|^2 + \frac{c_A^2 \nu}{v} \sum b_k^2 \leq \frac{v^2}{c_4^2},
\]

provided we take \(t\) large (large time) for the first term, \(c_A\) small (small relative amplitude) for the second term, and either small \(c_A\) (small relative amplitude) or small \(\varepsilon\) from the third term. Thus we are left to deal with just the last term,

\[
\frac{2c_A \varepsilon}{\nu} \sum_k \frac{1}{t} M(t)
\]

where

\[
M(t) = \int_0^t \sum_k b_k \hat{q}_k \, d\beta_k
\]

is a martingale.

We want to show that \(\sup_{0 \leq \tau \leq t} M(\tau)\) does not grow too fast. In fact, we want to show that

\[
\sup_{0 \leq \tau \leq t} M(\tau) \leq \frac{v^3 t}{c_4^2 c_A \varepsilon}
\]

almost surely for large \(t\), since this would imply the contraction because

\[
\frac{1}{t} \int_0^t \|\nabla q(s)\| \, ds \leq \left( \frac{1}{t} \int_0^t \|\nabla q(s)\|^2 \, ds \right)^{\frac{1}{2}} \leq \frac{\nu}{c_4}.
\]

The supremum of a (local) martingale can be estimated utilizing Burkholder’s inequality; see, for instance, [3, 27, 41]. For this purpose we need to consider the quadratic variation of \(M\), namely,

\[
[M, M]_t \leq \sum_{k,l} \int_0^t |b_k| |b_l| |\hat{q}_k| |\hat{q}_l| |c_{k,l}| \, ds
\]

\[
\leq \bar{b}_2^2 \int_0^t \sum_{k,l} \frac{1}{|k|^2 |l|^2} |\hat{q}_k| |\hat{q}_l| \, ds
\]

\[
\leq \bar{b}_2^2 \int_0^t \left( \sum_k |\hat{q}_k|^2 \right)^2 ds
\]

\[
\leq c_5 \bar{b}_2^2 \int_0^t \sum_k |\hat{q}_k|^2 ds
\]

\[
= c_5 \bar{b}_2^2 \int_0^t \|q\|^2
\]
where

\( b_2 = \sup_{\vec{k}} |b_{\vec{k}}|^2 < \infty \),

\( c_5 = \sum_{\vec{k}} \frac{1}{|\vec{k}|^4} < \infty \)

by direct calculation and (3.12).

Next we apply the Itô formula to \( \|q\|^{2p} \) and get

\[
d\|q(t)\|^{2p} = 2p\|q(t)\|^{2(p-1)} ( -v \|\nabla q(t)\|^2 + c_A \|\bar{\omega}_r\| \|q(t)\| ) dt + c_A \varepsilon \int Q q(t) dG d\vec{x} \\
+ 2p(p-1)\|q(t)\|^{2(p-2)} c_5^2 \varepsilon^2 \sum_{\vec{k},\vec{l}} b_{\vec{k}}^2 q_{\vec{k}} \cdot b_{\vec{l}} q_{\vec{l}} c_{\vec{k},\vec{l}} dt \\
+ p\|q(t)\|^{2(p-1)} c_5^2 \varepsilon^2 \sum_{\vec{k}} b_{\vec{k}}^2 dt.
\]

Therefore

\[
\frac{d}{dt} E(\|q(t)\|^{2p}) \leq E\left( -2vp\|q(t)\|^{2p} + 2pc_A \|\bar{\omega}_r\| \|q(t)\|^{2p-1} \\
+ 2p(p-1)c_5^2 \varepsilon^2 c_5^2 b_2^2 \|q(t)\|^{2p-2} + pc_5^2 \varepsilon^2 \sum_{\vec{k}} b_{\vec{k}}^2 \|q(t)\|^{2p-2} \right)
\leq -vp E(\|q(t)\|^{2p}) + \left( \frac{2pc_A \|\bar{\omega}_r\|}{(vp/2)^{2(p-1)/2p}} \right)^{2p} \\
+ \left( \frac{2p(p-1)c_5^2 \varepsilon^2 c_5^2 b_2^2 + pc_5^2 \varepsilon^2 \sum_{\vec{k}} b_{\vec{k}}^2}{(vp/2)^{(p-1)/p}} \right)^p.
\]

Thus

\[
E(\|q(t)\|^{2p}) \leq e^{-vp t} \|q_0\|^{2p} + \frac{1}{pv} \left\{ \left( \frac{2pc_A \|\bar{\omega}_r\|}{(vp/2)^{2(p-1)/2p}} \right)^{2p} \\
+ \left( \frac{2p(p-1)c_5^2 \varepsilon^2 c_5^2 b_2^2 + pc_5^2 \varepsilon^2 \sum_{\vec{k}} b_{\vec{k}}^2}{(vp/2)^{(p-1)/p}} \right)^p \right\}.
\]

Now combining these estimates, together with the Burkholder inequality, the Chebyshev inequality, and Hölder’s inequality, we have

\[
\text{Prob}\{ \sup_{0 \leq t \leq n} M(t) \geq \delta n^a }\}
\leq \frac{E((\sup_{0 \leq t \leq n} M(t))^{2p})}{(\delta n^a)^{2p}} \\
\leq c_6 \frac{E([M, M](n))^{2p}}{\delta^{2p} n^{2ap}}.
\]
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\[
\begin{align*}
&\leq \frac{c_6c_7^2b_2^p}{\delta^{2p}n^{2\alpha p}} \int_0^n E(\|q\|^{2p}) \\
&\leq \frac{c_6c_7^2b_2^p}{\delta^{2p}n^{2\alpha p-p+1}} \left\{ e^{-vpn} \|q_0\|^{2p} + \frac{1}{pv} \left( \left( \frac{2pc_A\|\hat{q}_r\|}{(vp/2)^{\frac{2p}{p-1}}} \right)^{2p} \\
&\quad + \left( \frac{2(p-1)c_A^2\epsilon^2 c_5b_2^2 + pc_A^2\epsilon^2 \sum b_k^2}{(vp/2)^{\frac{p-1}{p}}} \right)^{2p} \right) \right\}
\end{align*}
\]

Next we set

\[\delta = \frac{\nu^3}{2c_A^2c^2}, \quad \alpha = 1, \quad p = 2,\]

and we see that

\[\sum_n \text{Prob} \left\{ \sup_{0 \leq t \leq n} M(t) \geq \frac{\nu^3}{2c_A^2c^2}n \right\} \leq c_7 \sum_n \frac{1}{n^3} < \infty.\]

Thus the Borel-Cantelli lemma tells us that with probability 1, for each \(\omega\), there exists an \(N(\omega)\) such that

\[\frac{1}{n} \sup_{0 \leq t \leq n} M(t) \leq \frac{\nu^2}{2c_A^2c^2} \text{ for all } n \geq N(\omega).\]

Hence if \(N(\omega) \leq n < t < n + 1,\)

\[\frac{1}{t} \sup_{0 \leq \tau \leq t} M(\tau) \leq \frac{1}{t} \sup_{0 \leq t \leq n+1} M(t) \leq \frac{n+1}{t} \left( \frac{\nu^3}{2c_A^2c^2} \right) \leq \frac{n+1}{n} \left( \frac{\nu^3}{2c_A^2c^2} \right) \leq \frac{\nu^3}{c_A^2c^2} \forall t \geq N(\omega).\]

This completes the proof of the theorem.

\[\square\]

Remark. There has been intensive effort in studying the uniqueness of invariant measure for randomly forced PDEs [8, 9, 15, 16, 30, 37, 38, 44]. The uniqueness of the invariant measure part of our results resembles those of Mattingly [38, 39] and Schmalfuss [44]. The differences are as follows:

1. We consider forcing with a deterministic part and a random fluctuation part while the other authors considered random fluctuation only. We believe our setting is closer to physical reality where the overall mean (expectation) of physically realistic systems does not necessarily vanish.

2. We consider dependent Brownian fluctuations. This is generic if the randomness is introduced in the physical space (not frequency space) as is discussed here.
4 Conclusion and Remarks

We have demonstrated both numerically and theoretically that small-scale random forcing may induce large-scale coherent structure in two-dimensional flow problems. Moreover, the large-scale coherent structure is well predicted by equilibrium statistical theory utilizing energy-enstrophy as conserved quantities or energy circulation as conserved quantities (see [24, 35]), although the mean field predicted by the rigorous theory is different from the mean field predicted by the equilibrium statistical theory.

The main result can be generalized in some straightforward fashion. For instance, we can allow different probability distributions for the center $\vec{x}_j$ of the random small-scale forcing. Also, we may allow the random vortices to change signs as long as the mean does not vanish (so that the deterministic part does not vanish). Of course, the emerging large-scale vortex will be changed as well. Other generalizations, such as to systems on different domains or with different geometry and more general one-layer/multilayer systems (see, e.g., [23, 31, 35, 42]) can be considered as well without much difficulty. We are especially interested in the geophysical effects ($\beta$-plane, $f$-plane, topography, Ekman damping, etc.).

The crude closure numerical algorithms give a variety of interesting new behaviors when such geophysical effects are included [10, 24, 25]. There is a recent statistical theory that successfully predicts the Great Red Spot of Jupiter in a fashion consistent with the observations from the Galileo and Voyager missions [35, 47]. The idea of small-scale bombardment of random vortices creating a large-scale coherent structure is crucial in that work; that assumption is also supported by the observational record [22]. One of the challenges is to deduce if realistic large-scale coherent structures such the Great Red Spot can be predicted rigorously using the approach of this paper. We are far from this goal at this time.

There are many other issues to be considered so far as the theoretical problem is considered. For instance, what if the smallness (of the relative amplitude) assumption is violated? We are then close to the situation of

$$
\frac{\partial q}{\partial t} + J(\phi, q) = v \Delta q + \mathcal{F} + \varepsilon \frac{dG}{dt}
$$

where $\mathcal{F}$ is not small so that the deterministic system (zero noise system) has nontrivial long-time dynamics (nontrivial global attractor). This scenario is similar to the Sinai-Ruelle-Bowen (SRB) measure problem for a finite-dimensional dynamical system. In that case, a unique (distinguished) invariant measure, the SRB measure, is the one selected by the vanishing noise limit [49] with appropriate assumptions on the system and noise.

In our infinite-dimensional setting, we anticipate that the invariant measure for such noisy systems remains unique when all determining modes are forced independently. This can be done via appropriate modification of the works of E, Mattingly, and Sinai [15] (see also [13]). A more interesting issue is the limit of such invariant measures at vanishing noise. It seems that we can show that this set of invariant
measures (with noise level \( \epsilon \) as a parameter) is tight (the tightness in the case with \( \nu = \sqrt{\epsilon}, \mathcal{F} = 0 \) was treated by Kuksin [29]), and any limit should be an invariant measure of the zero noise deterministic system. It would be very interesting to determine if the limit was unique since if it is unique, then the limiting invariant measure has the distinguished role of an SRB measure in the infinite-dimensional setting, and thus all statistics should be performed utilizing this distinguished invariant measure.

Going back to our theoretical problem, we would also like to know if the invariant measure still remains unique if the smallness condition is violated. Our situation differs from the ones available in the existing literature in two ways: we have a nontrivial mean part, and more importantly, the Brownian motions on different modes may be dependent (in our case it is intuitively two dimensional only since the distribution is determined with two parameters only). Uniqueness of the invariant measure when not all determining modes are independently randomly forced is a major open problem (see [12, 14, 16]). Another related issue is what happens when the mean (deterministic) part of the forcing vanishes. Then the problem resembles those studied by E, Mattingly, and Sinai [15] and Kuksin [28]. Again, we encounter the difficulty of modewise dependent random forcing.

Lastly, we treat only the continuous problem here. We may then naturally wonder what happens to the original kick forcing problem. Does the discrete problem also have a large-scale coherent structure? Is the limit of the discrete problem the continuous problem studied here? We will provide the answer to some of these problems in the near future in a separate manuscript.
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