KINETIC THEORY FOR NEURONAL NETWORK DYNAMICS
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Abstract. We present a detailed theoretical framework for statistical descriptions of neuronal networks and derive (1+1)-dimensional kinetic equations, without introducing any new parameters, directly from conductance-based integrate-and-fire neuronal networks. We describe the details of derivation of our kinetic equation, proceeding from the simplest case of one excitatory neuron, to coupled networks of purely excitatory neurons, to coupled networks consisting of both excitatory and inhibitory neurons. The dimension reduction in our theory is achieved via novel moment closures. We also describe the limiting forms of our kinetic theory in various limits, such as the limit of mean-driven dynamics and the limit of infinitely fast conductances. We establish accuracy of our kinetic theory by comparing its prediction with the full simulations of the original point-neuron networks. We emphasize that our kinetic theory is dynamically accurate, i.e., it captures very well the instantaneous statistical properties of neuronal networks under time-inhomogeneous inputs.
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1. Introduction

Mathematically, the vast hierarchy of the multiple spatial and temporal scales in the cortical dynamics presents a significant challenge to computational neuroscience. While we may devise ever more efficient numerical methods for simulations of dynamics of large-scale neuronal networks [1, 2, 3, 4, 5], basic computational constraints will eventually limit our simulation power. In order to “scale-up” computational models to sufficiently large regions of the cortex to capture interesting cortical processing (such as optical illusions related to “contour completion”), and to gain qualitative understanding of the cortical mechanisms underlying this level of cortical processing, a major theoretical issue is how to derive effective dynamics under a reduced representation of large-scale neuronal networks. Therefore, a theoretical challenge is to develop efficient and effective representations for simulating and understanding the dynamics of larger, multi-layered networks. As suggested, for example, by the laminar structure of cat’s or monkey’s primary visual cortex, in which many cellular properties such as orientation preference are arranged in regular patterns or maps across the cortex [6, 7, 8, 9, 10], some neuronal sub-populations may be effectively represented by coarse-grained substitutes. Thus, we may partition the two-dimensional cortical layers into coarse-grained patches, each sufficiently large to contain many neurons, yet sufficiently small that these regular response properties of the individual neurons within each patch are approximately the same for each neuron in the patch. These regular response properties are then treated as constants throughout each coarse-grained patch.
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Furthermore, there is another important issue that needs to be addressed in coarse-grained formalisms, i.e., how to capture fluctuation-dominated spiking processes mathematically, because neuronal networks, whether real cortical networks [11, 12] or computer models [13, 14, 4], frequently operate in a regime in which spiking is caused by irregular temporal fluctuations of the membrane potential. In this cortical state, the mean membrane potential (say, obtained by averaging locally in time, or by trial averages, i.e., averaging over many voltage traces under the same stimulus condition), does not reach firing threshold, but, in each instance, fluctuations in the membrane potential do reach spiking threshold. We note in passing that, since a purely excitatory network can still operate in a fluctuation-driven regime, this notion of fluctuation-dominated dynamics is distinct from the notion of fluctuation near threshold in the so-called balanced network that uses near cancellation of excitatory and inhibitory currents [15, 16].

Previously, we briefly reported our results [17] of the development of an effective representation. Starting with large-scale model networks of point neurons, which are sufficiently detailed for modeling neuronal computation of large systems, we tiled the model cortex with coarse-grained patches. We then derived an effective dynamics to capture the statistical behavior of the many neurons within each coarse-grained patch in their interaction with other coarse-grained patches. As mentioned in Ref. [17], our kinetic theory of a purely excitatory network can be extended to realistic networks with excitatory and inhibitory populations of neurons. We have used this extended kinetic theory to study rich dynamic phenomena within these networks, including transitions to bistability and hysteresis, even in the presence of large fluctuations. We have also used these representations to study simplified models of orientation selectivity to suggest the roles of large fluctuations and cortico-cortical excitation in the orientation tuning of complex cells [17, 18]. This kinetic theory approach has been shown to be rather powerful, allowing for both computational scale-up and structural insight into the mechanisms of cortical networks [17, 19].

In this paper, we present the detailed theoretical framework for capturing these coarse-grained dynamics that can be fluctuation-dominated. (For earlier probabilistic representations, upon which our coarse-grained theory is based, see, e.g., [20, 21, 22, 23, 24, 25, 26, 27, 28, 29, 30, 31, 32, 33, 14]). Starting with networks of conductance-based integrate-and-fire (I&F) neurons, we derive a full kinetic description directly, without introduction of any new parameters. We present details of how to extend our novel moment closure to construct kinetic theories for networks with both excitatory and inhibitory neurons. In the limit of infinitely fast conductances, these kinetic equations can be further reduced to one-dimensional Fokker-Planck equations. As the number of point neurons $N$ tends to infinity, we show that our kinetic theory reduces further to the classical firing rate representation [34, 23, 13]. Through this sequence of mathematical reductions, we can gain analytical insights into the behavior of various dynamic regimes of neuronal networks. As pointed out in Ref. [17], at moderate and even small $N$, this kinetic theory captures the effects of large fluctuations, with numerical efficiency and surprising accuracy. Here, we further establish dynamical accuracy of our kinetic theory by benchmarking its predictions against the full simulations of the point neuron network under time-inhomogeneous inputs. Although the derivation of our kinetic theory assumes that the number of neurons in a coarse-grained patch is large, the numerical verification of this asymptotic shows that the number $N$ can become as small as $O(10)$, with accuracy retained [17]. As expected [35, 36, 33, 17], the kinetic representation is far more efficient computationally
than the full I&F network. The savings are two-fold: (i) For a given I&F network, the probability density representation eliminates the need for simulating to very long times or for simulating many ensembles so as to reduce the statistical error in computing firing rates; (ii) The reduction of the dimension, achieved by our closure, for a probability density description provides truly significant computational savings. For example, to achieve a firing rate computation within 1% accuracy for a network of 100 neurons, a reduction in computation time of 4-6 orders of magnitude can be easily obtained [17, 37].

The paper is organized as follows: In Sec. 2, we briefly describe the dynamics of conductance-based integrate-and-fire neuronal networks; In Sec. 3, for the dynamics of a single I&F neuron, with an infinitely fast conductance, driven by a Poisson input spike train, we derive an exact kinetic equation and study its properties under a diffusion approximation; In Sec. 4, using a conditional variance closure, we describe in detail the derivation of kinetic equations for all-to-all coupled networks of purely excitatory neurons; In Sec. 5, we extend this kinetic theory to coupled networks consisting of both excitatory and inhibitory neurons; Finally, in Sec. 6 we indicate how to generalize our kinetic theory to multiple interacting coarse-grained spatial patches.

2. Integrate-and-fire neuronal networks

For convenience of description, we briefly review conductance-based integrate-and-fire (I&F) neuronal networks [38]. We consider the following all-to-all coupled network of $N_E$ excitatory neurons and $N_I$ inhibitory neurons, with its I&F dynamics of $i^{th}$ neuron’s membrane potential, $V_i^\lambda$, of $\lambda$-type governed by

\[ \tau \frac{dV_i^\lambda}{dt} = -(V_i^\lambda - \varepsilon_r) - G_i^{\lambda E}(t)(V_i^\lambda - \varepsilon_E) - G_i^{\lambda I}(t)(V_i^\lambda - \varepsilon_I), \]  
\[ \sigma_E \frac{dG_i^{\lambda E}}{dt} = -G_i^{\lambda E} + \sum_{\mu} f_{\mu} \delta(t - t_{\mu}^E) + \frac{S_{\lambda E}}{N_E} \sum_{j \in \mathcal{P}_{E}} \sum_{\mu} p_{j \mu}^{E} \delta(t - t_{j \mu}^{E}), \]  
\[ \sigma_I \frac{dG_i^{\lambda I}}{dt} = -G_i^{\lambda I} + \sum_{\mu} f_{\mu} \delta(t - T_{\mu}^I) + \frac{S_{\lambda I}}{N_I} \sum_{j \in \mathcal{P}_{I}} \sum_{\mu} p_{j \mu}^{I} \delta(t - t_{j \mu}^{I}), \]

with $\lambda=E,I$ labeling excitation and inhibition. Whenever $V_i^\lambda(t)$ crosses the firing (spiking) threshold $V_T$, a spike is recorded with the spike-time $t_{sp}$ such that $V_i^\lambda(t_{sp}) = V_T$ and $V_i^\lambda(t_{sp}^+) = \varepsilon_r$, where $\varepsilon_r$ is the reset voltage. Here, $G_i^{\lambda E}(t)$ and $G_i^{\lambda I}(t)$ are the excitatory and inhibitory conductances of the $i^{th}$ neuron of $\lambda$-type, with corresponding reversal potentials $\varepsilon_E$ and $\varepsilon_I$, respectively. Note that, from physiology, we have $\varepsilon_I \leq \varepsilon_r < V_T < \varepsilon_E = 0\text{mV}$. (Typical values are $\varepsilon_I = -80\text{mV}$, $\varepsilon_r = -65\text{mV}$, $V_T = -55\text{mV}$, and $\varepsilon_E = 0\text{mV}$.) $\tau$ is the membrane time constant of membrane potential, whereas $\sigma_E$ and $\sigma_I$ are decay time constants of excitatory and inhibitory conductances, respectively.

For external inputs, we assume that, the $i^{th}$ neuron of the excitatory (inhibitory) population receives external spikes, $\{t_\mu^E\}$ ($\{t_\mu^I\}$), each of which is an independent realization of the Poisson process with rate $\nu_{\mu \lambda}(t)$ ($\nu_{\mu \lambda}(t)$). $t_{j \mu}^E$ ($t_{j \mu}^I$) is the spike-time of the $\mu^{th}$ spike of the $j^{th}$ excitatory (inhibitory) neuron. Note that, under Poisson external inputs, spiking events of a neuron in the network, in general, are not Poisson, i.e., for a fixed $j$, $\{t_{j \mu}^E\}$ and $\{t_{j \mu}^I\}$ are not Poisson, in general. The parameter $f_\lambda$ determines the size of conductance increase associated with a spike from the external input. The parameters $S_{\lambda E}$ ($S_{\lambda I}$) describe the strength of network interactions.
couplings from the excitatory (inhibitory) population to the \( \lambda \)-population of neurons. \( \mathcal{P}_E (\mathcal{P}_I) \) denotes the set of excitatory (inhibitory) neurons. The factor \( 1/N_{E,I} \) ensures that there is a well-defined network coupling in the limit of \( N_{E,I} \to \infty \). \( p_{E,I}^{E,I} \) describes the probability of synaptic release upon arrival of each spike. The synaptic release is modeled as a Bernoulli process, with release probability equal to \( p \), i.e., \( p_{E,I}^{E,I} = 1 \) with probability \( p \); 0, otherwise.

We note that, in our coarse-grained procedure as discussed in Introduction, the network described by Eqs. (2.1) can be viewed as a network in a coarse-grained patch, as its architectural properties are approximated as uniform over the patch. This is the motivation behind our consideration of the coupled network with these particular all-to-all couplings. As described above, the external input for Eqs. (2.1) is assumed to be Poisson. This can be intuitively justified along the same spirit of coarse-graining: There are many spike-trains from many neurons in other patches. The spike-train to one neuron in the network described by Eqs. (2.1) is a spike process summing over all incoming spike-trains. Therefore, under certain conditions, this input process can be naturally approximated by Poisson [39]. Finally, we comment that the process of synaptic release as described in the end of the last paragraph is not crucial for our coarse-grained dynamics as far as the closure argument is concerned. However, we mention this model of synaptic release here for the purpose of comparison between the kinetic theory we derived below and the full, original I&F neuronal dynamics. The synaptic release as modeled above can often induce the system to operate in an asynchronous firing regime, in contrast to a regime, say, with a spike-to-spike synchrony that can appear in a more regularly structured network. It is to asynchronous firing regimes that the kinetic theory can be very successfully applied with high accuracy.

3. Probabilistic description of a single neuron

3.1. Evolution of probability density \( \rho \). First, we illustrate how to turn the description of the trajectory of a neuron into a probabilistic description of its dynamics by way of deriving an equation governing the evolution of a probability density function (pdf). As motivation for the realistic extensions which follow, we consider the simplest case, in which there is only one excitatory neuron with its conductance time scale being infinitely fast, i.e., \( \sigma \equiv \sigma_E \to 0 \). Between any two firings of this I&F neuron, the dynamics of the integrate-and-fire neuron now is governed by

\[
\frac{d}{dt} V = -\frac{V - \epsilon_r}{\tau} - \frac{f}{\tau} \left( \sum_k \delta(t - t_k) \right) (V - \epsilon_E),
\]

where \( V(t) \) is the membrane potential of the neuron and \( \{t_k\} \) is a Poisson process with rate \( \nu(t) \). Note that the Dirac-\( \delta \) function in Eq. (3.1) comes from the conductance time-course from Eq. (2.1b) in the \( \sigma \to 0 \) limit, \( \lim_{\sigma \to 0} \sigma f e^{-\sigma \theta(t)} = f \delta(t) \), where \( \theta(t) \) is the Heaviside function.

3.1.1. Solutions for trajectories. Note that, the solution of Eq. (3.1) should be interpreted as the \( \sigma \to 0 \) limit of the solution of the following I&F neuronal dynamics:

\[
\tau \frac{dV}{dt} = -(V - \epsilon_r) - G(t) (V - \epsilon_E),
\]

\[
\sigma \frac{dG}{dt} = -G + f \sum_k \delta(t - t_k),
\]
in which the decay time constant $\sigma$ of the conductance is finite. In particular, for a single input spike arriving at time $t = 0$, it is easy to show the solution $V(t)$ thus obtained in the limit of $\sigma \to 0$ has a jump between $V(0^+)$ and $V(0^-)$, which satisfies

$$V(0^+) - V(0^-) = (\varepsilon_E - V(0^-)) \Gamma,$$

(3.3)

where $\Gamma \equiv 1 - \exp(-\frac{t}{\tau})$. (See Appendix A for a simple formal way of obtaining the result (Eq. (3.3))). The voltage of the neuron, after the jump induced by the input spike-time $t_k$, follows the leakage dynamics $\dot{V} = -(V - \varepsilon_r)/\tau$ (until the next external input spike arrives) and is simply given by

$$V(t) = (V(t_k^+) - \varepsilon_r) \exp\left(-\frac{t-t_k}{\tau}\right) + \varepsilon_r$$

for $V(t_k^+) < V_T$. If, upon receiving the input spike $t_k$, the jump (3.3) indicates that $V(t_k^+)$ is reset to $\varepsilon_r$, i.e., $V(t_k^+) = \varepsilon_r$. Therefore, for a given realization of Poisson input spikes $\{t_k\}$, we can easily piece together the whole solution of $V(t)$ following I&F dynamics.

3.1.2. Kinetic equation. Now we change the point of view from that of following an individual trajectory to a statistical one. First, we construct an ensemble of trajectories that correspond to independent realizations of Poisson input spike trains. Then, we ask what is the probability of finding a neuron in this ensemble which, at time $t$, has membrane potential within the interval $(v, v + dv)$. Clearly, the corresponding probability density is

$$\rho(v,t) = \mathbb{E}[\delta(v - V(t))],$$

(3.4)

where $\mathbb{E}(\cdot)$ is the expectation with respect to all independent realizations of the input Poisson spike process with rate $\nu(t)$ for given initial data. (Note that we can further average over an ensemble of initial conditions $V(0)$ if necessary.)

We invoke the property of conditional expectation, in our setting, that is,

$$\mathbb{E}[\delta(v - V(t + \Delta t))] = \mathbb{E}[\mathbb{E}[\delta(v - V(t + \Delta t))|V(t)]]$$

(3.5)

i.e., an average over all trajectories at time $t + \Delta t$ can be achieved by, (i) first, in the interval $[t, t + \Delta t]$, averaging over all trajectories conditioned on a fixed $V(t)$ at time $t$ (i.e., over all those trajectories starting from $V(t)$ at time $t$), (ii) then, in the interval $[0, t]$, averaging over all possible trajectories terminating at $V(t)$ at time $t$, for each possible value of $V(t)$. For a neuron whose voltage is $V(t)$ at time $t$, there are two possibilities in the interval $(t, t + \Delta t)$ — either receiving an input spike or not. For a Poisson input, the probability of receiving an input spike is $\nu \Delta t$ for a small interval $\Delta t$ and the probability of receiving no spike is $(1 - \nu \Delta t)$. If the neuron receives a spike, the voltage will have a jump described by Eq. (3.3). Otherwise, the neuron will follow the streaming dynamics of relaxation $\dot{V} = -(V - \varepsilon_r)/\tau$. Therefore, up to $O(\Delta t)$, we have the conditional expectation

$$\mathbb{E}[\delta(v - V(t + \Delta t))|V(t)] = \nu \Delta t \delta(v - [V(t) + (\varepsilon_E - V(t)) \Gamma])$$

$$+ (1 - \nu \Delta t) \delta(v - [V(t) + \left(-\frac{V(t) - \varepsilon_r}{\tau}\right) \Delta t]),$$

(3.6)
where the first term describes the jump and its associated probability whereas the
second term describes the streaming of membrane potential and its associated prob-
ability. Note that the second term in Eq. (3.6) can be expanded up to $O(\Delta t)$ as

$$
\delta \left( v - \left[ V(t) + \left( -\frac{V(t) - \varepsilon_r}{\tau} \right) \Delta t \right] \right) = \delta (v - V(t)) + \left( \frac{\partial}{\partial v} \delta (v - V(t)) \right) \left[ \frac{V(t) - \varepsilon_r}{\tau} \right] \Delta t
$$

$$
= \delta (v - V(t)) + \frac{\partial}{\partial v} \left[ \delta (v - V(t)) \left( \frac{V(t) - \varepsilon_r}{\tau} \right) \right] \Delta t
$$

$$
= \delta (v - V(t)) + \frac{\partial}{\partial v} \left( \delta (v - V(t)) \left( \frac{v - \varepsilon_r}{\tau} \right) \right) \Delta t,
$$

by using $a\delta (x - a) = x \delta (x - a)$ inside the large parentheses. For the first term in
Eq. (3.6), within $\Delta t$, beside the jump, there is still a streaming of $V$ under the
relaxation leakage dynamics. However, its contribution is $O(\Delta t)$ in the argument
of the $\delta$-function, combining with $\nu \Delta t$ to yield a higher order $O(\Delta t^2)$-term. As a
consequence, this term does not need to take into account the streaming contribution
in the interval $[t, t + \Delta t]$. Eqs. (3.4) and (3.5) yield

$$
\rho (v, t + \Delta t) = \mathbb{E} [\delta (v - V(t + \Delta t))]
$$

$$
= \nu \Delta t \mathbb{E} \left[ \delta (v - V(t) - \Gamma (\varepsilon_E - V(t))) \right]
$$

$$
+ (1 - \nu \Delta t) E \left[ \delta (v - V(t)) + \frac{\partial}{\partial v} \left[ \delta (v - V(t)) \left( \frac{v - \varepsilon_r}{\tau} \right) \right] \Delta t \right]
$$

$$
= \frac{\nu \Delta t}{1 - \Gamma} \rho \left( \frac{v - \Gamma}{1 - \Gamma} (\varepsilon_E - v) \right) + (1 - \nu \Delta t) \left( \rho (v, t) + \frac{\partial}{\partial v} \left( \rho (v, t) \left( \frac{v - \varepsilon_r}{\tau} \right) \right) \Delta t \right)
$$

where use is made of the fact that, by definition,

$$
\rho \left( \frac{v - \Gamma}{1 - \Gamma} (\varepsilon_E - v) \right) = \mathbb{E} \left[ \delta \left( v - \frac{\Gamma}{1 - \Gamma} (\varepsilon_E - v) - V(t) \right) \right]
$$

$$
= (1 - \Gamma) \mathbb{E} [\delta (v - V(t) - \Gamma (\varepsilon_E - V(t)))].
$$

Taking the limit $\Delta t \to 0$, we obtain the equation governing the evolution of the
pdf $\rho (v, t)$:

$$
\partial_t \rho (v, t) = \partial_v \left[ \left( \frac{v - \varepsilon_r}{\tau} \right) \rho (v, t) \right] + \nu (t) \left[ \frac{1}{1 - \Gamma} \rho \left( \frac{v - \Gamma}{1 - \Gamma} (\varepsilon_E - v), t \right) - \rho (v, t) \right]
$$

(3.7)

for $v \in [\varepsilon_r, V_T]$. Eq. (3.7) constitutes the kinetic equation for the single neuron
dynamics. Note that Eq. (3.7) is an exact kinetic equation for the I&F dynamics (3.1)
without any approximations.

Eq. (3.7) can be cast into a form of the conservation of probability

$$
\partial_t \rho (v, t) + \partial_v J(v, t) = 0
$$

(3.8)

by defining the probability flux $J(v, t) = J_r (v, t) + J_o (v, t)$, where

$$
J_r (v, t) \equiv - \left( \frac{v - \varepsilon_r}{\tau} \right) \rho (v, t),
$$

(3.9)
is a streaming flux due to the relaxation dynamics, and

$$J_\nu(v,t) \equiv \nu(t) \int_{\epsilon_E}^v \left[ \rho(u,t) - \frac{1}{1-\Gamma} \rho \left( u - \frac{\Gamma}{1-\Gamma} (\epsilon_E - u), t \right) \right] du$$

is an input-driven flux induced by the voltage jumps upon receiving input spikes. In general, the input-driven flux $J_\nu$ can be written as

$$J_\nu(v,t) = \nu(t) \int_{\epsilon_E}^v \rho(u,t) du - \nu(t) \int_{\epsilon_E/(1-\Gamma)}^{v/(1-\Gamma)} \rho(u,t) du$$

where, for notational simplicity, we have set $\epsilon_E = 0$, which is the physiologically realistic value for $\epsilon_E$. Note that $0 > \epsilon_r > \epsilon_r/(1-\Gamma)$, and $0 > v > v/(1-\Gamma)$. Since $\rho(v) = 0$ for $v$ outside $[\epsilon_r, V_T]$, it is easy to see that

$$J_\nu(v,t) = \nu(t) \int_{v/(1-\Gamma)}^{V_T} \rho(u,t) du \quad (3.10)$$

As conforming with intuition, Eq. (3.10) shows that the input-driven flux $J_\nu(v,t)$ is proportional to the input rate $\nu(t)$, and the input-driven flux crossing the voltage $v$ depends on $\rho$ only in a voltage layer below $v$, i.e., $(v/(1-\Gamma), v)$, because all neurons, in the ensemble, with voltages in the interval $(v/(1-\Gamma), v)$ will move across $v$ upon receiving an input spike (see Eq. (3.3) with $\epsilon_E = 0$).

**BOUNDARY CONDITIONS:** Note that, the neuron in this setting with an infinitely fast conductance can only fire by receiving a spike and it cannot stream up to cross the firing threshold. Since $V_T > \epsilon_r$, we have, in general,

$$J_r(v,t) \bigg|_{v=V_T} = - \left( \frac{V_T - \epsilon_r}{\tau} \right) \rho(V_T, t) \leq 0.$$

A negative streaming flux at $V = V_T$ is impossible since the neuron can never stream down via the relaxation leakage dynamics at $V_T$ — it can only reset once it arrives at the threshold. Therefore, $J_r(V_T, t) \equiv 0$. Hence,$$ho(V_T, t) \equiv 0,$$

which is a boundary condition for solving Eq. (3.7).

**FIRING RATE:** The neuronal dynamics is quantified by its firing rate in response to the external input with rate $\nu(t)$. The firing rate is the probability per unit time for the neuron moving across the threshold $V_T$, which is simply the probability flux across the threshold:

$$m(t) = J(V_T, t) = J_\nu(V_T, t).$$

From Eq. (3.10), we obtain

$$m(t) = \nu(t) \int_{V_T/(1-\Gamma)}^{V_T} \rho(u,t) du. \quad (3.11)$$

As conforming with intuition, Eq. (3.11) shows that, for the single neuron case, the firing rate $m(t)$ is proportional to the external input rate $\nu(t)$ and depends on $\rho(v,t)$ only within a thin layer near the threshold $V_T$, if jump sizes are small, i.e., $f$ is small and $V_T/(1-\Gamma) \approx V_T(1+f/\tau)$. 


3.2. Diffusion approximation. The exact kinetic equation (3.7) for the single I&F neuronal dynamic (3.1) is a partial differential equation with a delay in \( v \)-space (i.e., \( \partial_t \rho(v) \) at \( v \) depends on \( \rho \) at a finite distance away, that is, at \( v - \frac{1}{\tau_d} (\varepsilon_E - v) \)). If \( f \) is sufficiently small, we can derive a diffusion equation as an approximation to Eq. (3.7) to gain insight into the I&F dynamics. Since \( 1/(1 - \Gamma) \approx 1 + f/\tau + f^2/(2\tau^2) \), the length of the integration interval in the integral in Eq. (3.10) is \( O(f) \). Using the trapezoidal rule to approximate the integral, it is easy to show that, to \( O(f^2) \), Eq. (3.10) can be written as

\[
J_v(v,t) = -\nu(t) \left[ \left( \frac{f}{\tau} + \frac{f^2}{2\tau^2} \right) \rho(v)v + \frac{f^2}{2\tau^2} \sigma^2 \partial_v^2 \rho \right] + O(f^3)
\]

which, by substituting, together with Eq. (3.9), into Eq. (3.8), yields the Fokker-Planck equation:

\[
\partial_t \rho(v,t) = \partial_v \left\{ \frac{1}{\tau} \left[ v - \varepsilon_r + \nu(t) \left( f + \frac{f^2}{2\tau} \right) v \right] \rho(v,t) + \frac{f^2 \nu(t)}{2\tau^2} \sigma^2 \partial_v \rho(v,t) \right\}
\]  

(3.12)

for \( v \in [\varepsilon_r, V_T] \). We note that we use \( \varepsilon_E = 0 \) in the derivation of Eq. (3.12).

As is assumed, the input spike train is a Poisson point process. If the rate \( \nu(t) \) is sufficiently high, intuitively, we can approximate the conductance \( G(t) = f[\sum \delta(t - t_i)] \) in Eq. (3.1) by \( G(t) = \bar{G}(t) + \sigma_G \zeta \) with the mean \( \bar{G}(t) = f \nu(t) \) and variance \( \sigma_G^2 = f^2 \nu(t) \), where \( \zeta \) is a Gaussian-white noise with

\[
\langle \zeta(t) \rangle = 0 \quad \langle \zeta(t) \zeta(t') \rangle = \delta(t - t').
\]

Then, the governing equation of the I&F neuron evolution (3.1) is replaced by the Langevin equation:

\[
\tau \frac{dV}{dt} = -(V - \varepsilon_r) - (V - \varepsilon_E) [f \nu(t) + \sigma_G \zeta](t).
\]  

(3.13)

It is important to point out that the diffusion approximation (Eq. (3.12)) is the corresponding Kolmogorov forward equation for the diffusion process (3.13) when interpreted according to the Stratonovich sense, i.e.,

\[
\tau dV = -[(V - \varepsilon_r) + f \nu(t)(V - \varepsilon_E)] dt - \sigma_G (V - \varepsilon_E) dW,
\]

where \( W(t) \) is a Wiener process.

4. All-to-all coupled excitatory neuronal networks

Going beyond the probabilistic description of the dynamics of a single neuron, we now turn to a discussion of a coupled network consisting of \( N \) all excitatory neurons with an exponential time-course for conductances, i.e., Eqs. (2.1) without any inhibitory neurons, \( N_i = 0 \). The dynamics of an all-to-all coupled excitatory I&F neuronal network is governed by

\[
\tau \frac{dV_i}{dt} = -(V_i - \varepsilon_r) - G_i(t)(V_i - \varepsilon_E),
\]  

(4.1a)

\[
\sigma \frac{dG_i}{dt} = -G_i + f \sum_j \delta(t - t_{i,j}) + \frac{S}{N} \sum_j \sum_\mu p_{ij \mu} \delta(t - t_{j \mu}),
\]  

(4.1b)
where $V_i$ is the membrane potential of the $i$th neuron in the network and $\sigma$ is the decay time-scale of the excitatory conductance time-course. $S$ is the strength of coupling between neurons in the network. $p_{j\mu}$ describes the probability of synaptic release, which is modelled by a Bernoulli process, with release probability equal to $p$, i.e., $p_{j\mu} = 1$ with probability $p$; 0, otherwise. For each incoming external spike, the jump in the conductance of a neuron is $f/\sigma$, and, for each incoming spike from other neurons in the network, the jump in the conductance is $S/N\sigma$.

As mentioned before, for a fixed neuron $j$, the output spike statistics of $\{t_{j\mu}\}$ are, in general, not Poisson. However, the input to the $i$th neuron is a spike train summed over output spike trains from many neurons in the network. If we assume that each neuron firing event has a very low rate and is statistically independent from each other, then the spike train obtained by summing over a large number of output spike trains of neurons in the network asymptotically tends to be a Poisson spike process [39]. Therefore, in our derivation, we will assume that the input spike train summed from all other neurons to the $i$th neuron is Poisson with rate $pNm(t)$, where $m(t)$ is the population-averaged firing rate per neuron and $pN$ is an effective number of neurons that are coupled to neuron $i$.

To study the statistical behavior of the network, we again construct a statistical ensemble of identically structured neuronal networks that differ only in their input, each of which is an independent set of $N$ independent realizations of the Poisson input spike trains with the same rate $\nu_0(t)$. We are interested in what is the probability of finding a neuron whose voltage is in $(v, v + dv)$ and whose conductance is in $(g, g + dg)$ at time $t$. The corresponding probability density function is

$$\rho(v,g,t) = \mathbb{E}\left[\frac{1}{N} \sum_{i=1}^{N} \delta(v - V_i(t)) \delta(g - G_i(t))\right],$$

where $\mathbb{E}(\cdot)$ is the expectation with respect to all possible sets of $N$ independent realizations of the Poisson input spike process with rate $\nu_0(t)$ for given initial data (again, we can further average over an ensemble of initial conditions $V(0)$ if necessary.) Denote $\rho = \rho(v,g,t)$, the governing equation for the probability density is (see Appendix B for a detailed derivation)

$$\partial_t \rho = \partial_v \left\{ \left[ \frac{v - \varepsilon_r}{\tau} + g \left( \frac{v - \varepsilon_E}{\tau} \right) \right] \rho \right\} + \partial_g \left( \frac{g}{\sigma} \rho \right)$$

$$+ \nu_0(t) \left[ \rho \left( v, g - \frac{f}{\sigma}, t \right) - \rho(v,g,t) \right]$$

$$+ p_m(t) N \left[ \rho \left( v, g - \frac{S}{pN\sigma}, t \right) - \rho(v,g,t) \right],$$

for $v \in [\varepsilon_r, V_T]$ and $g \in [0, \infty)$, where $S = pS$. The first two terms in Eq. (4.2) describe the streaming (i.e., relaxation) dynamics of neurons without receiving any spikes and the second term in Eq. (4.2a) describes the streaming arising from a finite $\sigma$, and is absent in Eq. (3.7). The third and fourth terms in Eq. (4.2) describe the conductance jumps of the neurons upon receiving external input spikes and spikes from other neurons in the network, respectively.

Again, Eq. (4.2) is a $(2+1)$-dimensional partial differential equation with delays in $g$-space. Unlike Eq. (3.7), Eq. (4.2) is not exact since the summed input from other neurons in the network is only approximately Poisson, and thus term (4.2c) is valid.
only in an asymptotic sense. To further shed light on the dynamics of the coupled I&F network, we invoke a small-jump approximation to derive a (2+1)-dimensional, nonlinear advection-diffusion equation below, and discuss how to reduce the dynamics in two dimensions \((v,g)\) to dynamics in only one dimension \(v\).

### 4.1. Diffusion approximation

Note that the jump in conductance of a neuron, induced by a single spike from another neuron in the network, is \(S/(pN\sigma)\), whereas the jump, induced by a single spike from the external input, is \(f/\sigma\). Assuming that these jumps are small, we can expand terms \((4.2b)\) and \((4.2c)\) via Taylor expansion to obtain

\[
\frac{\partial \rho}{\partial t} = \partial_v \left\{ \left[ \left( \frac{v - \varepsilon_r}{\tau} \right) + g \left( \frac{v - \varepsilon_E}{\tau} \right) \right] \rho \right\} + \partial_g \left\{ \left[ \frac{1}{\sigma} (g - \bar{g}(t)) \rho + \frac{\sigma_0^2(t)}{\sigma} \partial_g \rho \right] \right\} \tag{4.3}
\]

with

\[
\bar{g}(t) \equiv f \nu_0(t) + \bar{S} m(t), \tag{4.4a}
\]

\[
\sigma_0^2(t) \equiv \frac{1}{2\sigma} \left[ f^2 \nu_0(t) + \frac{\bar{S}^2}{pN} m(t) \right]. \tag{4.4b}
\]

Eq. (4.3) can be cast in the form of the conservation of probability:

\[
\frac{\partial \rho}{\partial t} + \partial_v J_V(g,v) + \partial_g J_G(g,v) = 0, \quad \text{for} \ v \in [\varepsilon_r, V_T], \ \text{and} \ g \in [0, \infty),
\]

with the flux

\[
J_V(v,g) = - \left[ \left( \frac{v - \varepsilon_r}{\tau} \right) + g \left( \frac{v - \varepsilon_E}{\tau} \right) \right] \rho(v,g), \tag{4.5a}
\]

\[
J_G(v,g) = - \left[ \frac{1}{\sigma} (g - \bar{g}(t)) \rho(v,g) + \frac{\sigma_0^2(t)}{\sigma} \partial_g \rho(v,g) \right], \tag{4.5b}
\]

where the flux \(J_V(v,g)\) and \(J_G(v,g)\) are the flux along the \(v\)-direction and the \(g\)-direction, respectively.

Now we discuss boundary conditions. As described in Section 2, the reset dynamics of our I&F neurons are instantaneous, i.e., once a neuron’s voltage crosses the threshold \(V_T\), the voltage resets immediately without any refractory period (i.e., without any delay) and the conductance stays with the same value upon voltage reset. Hence,

\[
J_V(V_T,g) = J_V(\varepsilon_r,g), \quad \text{for} \ \forall g \in [0, \infty). \tag{4.6}
\]

Boundary condition (4.6) simply expresses the fact that the neurons that just fired all enter through the reset voltage. Furthermore, since there are no neurons whose conductance will go below zero or go to infinity, the \(g\)-flux vanishes at the boundary \(g = 0\) and \(g = \infty\), i.e.,

\[
J_G(v,g = 0) = 0, \quad J_G(v,g = \infty) = 0, \quad \text{for} \ \forall v \in [\varepsilon_r, V_T). \tag{4.7}
\]

Eqs. (4.6) and (4.7) constitute boundary conditions for Eq. (4.3).

One of the most important statistical characterizations of neuronal networks is the firing rate, which is often measured in physiological experiments to describe neuronal
network properties. Here, the dynamics of the network (4.1) are described by the population-averaged firing rate per neuron as determined by the total probability flux across the threshold regardless of the values of conductance, i.e.,

$$m(t) = \int_0^\infty J_V(V_T,g,t) \, dg$$

$$= -\int_0^\infty \left[ \left( \frac{v - \varepsilon_r}{\tau} \right) + \langle g \rangle \left( \frac{v - \varepsilon_E}{\tau} \right) \right] \rho(V_T,g,t) \, dg.$$  

(4.8)

Once the solution \(\rho(v,g,t)\) is known, we can determine the firing rate via Eq. (4.8). However, Eq. (4.3) is specified with the parameters \(\bar{g}(t)\) and \(\sigma_g^2(t)\), which are functions of \(m(t)\) (see Eqs (4.4)). The firing rate \(m(t)\), in turn, depends on the boundary value of \(\rho(V_T,g,t)\) through Eq. (4.8). In this sense, therefore, Eq. (4.3) is a nonlinear equation.

Since Eq. (4.3) is a nonlinear (2+1)-dimensional partial differential equation, clearly, we can achieve computational advantage by reducing the dynamics described by Eq. (4.3) to a (1+1)-dimensional effective dynamics. Through this reduction, we can also gain analytical insight into the neuronal network dynamics. In what follows, we discuss, in turn, two possible reductions: (i) in the limit of mean-driven dynamics and (ii) in the limit of fluctuation-driven dynamics.

4.2. Closure in the mean-driven limit. We define the mean-driven limit as the limit where \(N \to \infty\), and \(f \to 0\), \(\nu_0(t) \to \infty\), but \(f\nu_0(t)\) is finite. Obviously, in this limit, \(\sigma_g^2(t)=0\) from Eq. (4.4b) and there will be no fluctuations in the input conductance for a neuron from either external input or the input from other neurons in the network. In this all-to-all network, the input conductance from the external input without fluctuations will be the same to all neurons, i.e., the effect of the second term \(\sum_p \delta(t-t_p)\) in Eq. (4.1b) is equivalent to a smooth input \(f\nu_0(t)\), whereas the third term, which signifies the network interaction, in Eq. (4.1b), is equivalent to a smooth input \(pSm(t)\) to a neuron from all other neurons in the network — the fluctuations have been scaled away by the factor \(1/\sqrt{N}\). Notice that, under these smooth conductance inputs without fluctuations, Eqs. (4.1) show that the voltages of neurons can move rapidly from the reset voltage \(\varepsilon_r\) to the threshold \(V_T\) and fire, which leads to the observation that the knowledge about the value of conductance of a neuron does not provide much information about the value of the voltage of the neuron statistically. Therefore, intuitively, the dynamics of conductance and voltage are uncorrelated in the mean-driven limit. If the dynamics of conductance and voltage are assumed to be statistically independent, i.e.,

$$\rho(v,g,t) = \rho^{(v)}(v,t) \rho^{(g)}(g,t),$$

then, the marginalization of Eq. (4.3) to \(v\) and \(g\) yields

$$\partial_v \rho^{(v)}(v) = -\partial_v \rho^{(v)}(v)$$

$$\frac{d}{dt} \langle g \rangle = -\frac{1}{\sigma} \left[ \langle g \rangle - \bar{g}(t) \right]$$

where

$$j_V = -\left[ \left( \frac{v - \varepsilon_r}{\tau} \right) + \langle g \rangle \left( \frac{v - \varepsilon_E}{\tau} \right) \right] \rho^{(v)}(v), \text{ and } \langle g \rangle \equiv \int g \rho^{(g)}(g,t) \, dg.$$
Fig. 4.1. Mean-driven Limit: Plotted here is the probability density function of a neuron’s voltage. Solid line: Theoretic Prediction (4.10); Circles: Simulation of the original I&F neuronal network dynamics (4.1) in a steady state. Parameters are $N = 1600$, $f = 0.02 \text{ms}$, $\nu_0 = 20000 \text{s}^{-1}$, $S = 0.05$, $\sigma = 3 \text{ms}$, $\tau = 20 \text{ms}$ and $p = 1$. Inset: plotted is $1/\rho(v)$, which is a linear function of $v$ from Eq. (4.10). We have scaled voltage units such that $\varepsilon_r = 0$, $V_T = 1$, and $\varepsilon_E = 14/3 \text{[3]}$. This convention of units will be used throughout all the figures.

In the derivation, we have used the fact that the flux across the threshold $V_T$ is equal to the flux entering through the reset voltage $\varepsilon_r$, i.e.,

$$\int_{\varepsilon_r}^{V_T} \partial_v \left\{ \left( \frac{v - \varepsilon_r}{\tau} \right) + g \left( \frac{v - \varepsilon_E}{\tau} \right) \rho(v,g) \right\} dv = -J_V(V_T,g) + J_V(\varepsilon_r,g) = 0$$

by the boundary condition (4.6). Eqs. (4.9) are closed with respect to $\rho^{(v)}(v,t)$ and $\langle g \rangle (t)$: Eq. (4.9a) is a $(1+1)$-dimensional PDE that describes the evolution of $\rho^{(v)}(v,t)$, whereas Eq. (4.9b) describes the evolution of the average conductance $\langle g \rangle (t)$.

For the case of time-homogeneous external input, i.e., $\nu_0(t) = \nu_0$, a constant, we can determine the steady-state firing rate as follows. First, note that the flux $j_V$ in Eq. (4.9a) is constant over $(\varepsilon_r, V_T)$ for a steady state. This constant can be determined by the flux at the boundary $V_T$, at which, the flux $j_V$ is equal to the firing rate. Therefore,

$$m = j_V(v) = -\left[ \left( \frac{v - \varepsilon_r}{\tau} \right) + \langle g \rangle \left( \frac{v - \varepsilon_E}{\tau} \right) \right] \rho^{(v)}(v).$$

For a steady state in a mean-driven regime, the probability density thus has the following form:
\[
\rho^{(v)}(v) = -\frac{m\tau}{(v - \varepsilon_r) + (g)(v - \varepsilon_E)} \quad \text{for } v \in [\varepsilon_r, V_T],
\]
and \(\rho^{(v)}(v) = 0\) for \(v \notin [\varepsilon_r, V_T]\), where \((g) = \bar{g} = f\nu_0 + \bar{S}m\) by Eq. (4.9b). Using the normalization condition \(\int_{\varepsilon_r}^{V_T} dv \rho^{(v)}(v) = 1\) and noticing that the denominator in Eq. (4.10) must be negative to ensure \(\rho^{(v)}(v) \geq 0\), we arrive at
\[
m = \begin{cases} 
\frac{1}{\tau \log \left| \frac{\bar{g}(\varepsilon_r - \varepsilon_E)}{(V_T - \varepsilon_r) + \bar{g}(V_T - \varepsilon_E)} \right|}, & \text{if } \bar{g} > \frac{V_T - \varepsilon_r}{\varepsilon_E - V_T} \\
0, & \text{otherwise}
\end{cases}
\]
with \(\bar{g} = f\nu_0 + \bar{S}m\). By solving Eq. (4.11) for \(m\), we can determine the firing rate. Note that Eq. (4.11) is not a new result and is commonly quoted in literature (see, for example, [23, 13]). Here, we merely illustrate how to use the probability density description to reproduce this result.

Finally, we point out that, for an integrate-and-fire neuronal network operating in a mean-driven regime, the probability distribution for voltage is indeed well captured by Eq. (4.10), as is illustrated in Fig. (4.1).

4.3. Closure in fluctuation-driven regimes. In general, in contrast to the mean-driven limit, \(g\) and \(v\) are correlated. Stronger fluctuations in \(g\) are expected to correlate with larger values of \(v\). To describe this general dynamics, here, for the network described by Eq. (4.1), we derive a system of \((1 + 1)\)-dimensional kinetic equations, which is one of our central results.

4.3.1. Dynamics of conductances. First, we discuss the dynamics of \(\rho^{(g)}(g) = \int_{\varepsilon_r}^{V_T} \rho(v,g)dv\). Using the flux condition (4.6) at the boundary, we integrate Eq. (4.3) over \(v\) to obtain
\[
\partial_t \rho^{(g)}(g) = \partial_g \left[ \frac{1}{\sigma} (g - \bar{g}(t))\rho^{(g)}(g) + \frac{\sigma^2(t)}{\sigma} \partial_g \rho^{(g)}(g) \right]
\]
for \(g \in [0, +\infty)\). Clearly, in Eq. (4.12), the flux \(J_g(g) = -[\sigma^{-1}(g - \bar{g}(t))\rho^{(g)}(g) + \sigma^{-1}\sigma^2(t)\partial_g \rho^{(g)}(g)]\) vanishes at \(g = 0\) and \(g = \infty\). We note that, for time-homogeneous input, \(\nu_0\) and \(\sigma^2\) are constant, and the time-invariant solution can be approximated by the following Gaussian solution
\[
\rho^{(g)}(g) = \frac{1}{\sqrt{2\pi}\sigma_g} \exp \left[ -\frac{1}{2\sigma^2_g} (g - \bar{g})^2 \right]
\]
where \(\bar{g} = \nu_0 f + \bar{S}m\), under the condition \(f\nu_0 + \bar{S}m \gg \sigma_g\). Hence, the mean and variance of the conductance are
\[
\text{mean } (g) = \bar{g}, \quad \text{var } (g) = \sigma^2_g,
\]
respectively. If the domain of \(g\) were \((-\infty, \infty)\), then Eq. (4.13) would be exact. The numerical simulation of the full original I&F dynamics (4.1) demonstrates that in certain regimes this approximate solution well captures the distribution of conductance as shown in Fig. (4.2). Note that the time-scale for the evolution of \(\rho^{(g)}(g)\)
is \( \sigma \). For sufficiently small \( \sigma \), starting with any initial condition of \( \rho^{(g)}(g) \), the solution rapidly converges to the approximate form in Eq. (4.13). If the time-scale of a time-dependent \( \sigma^2_g(t) \) is much slower than \( \sigma \) (which generally is the case for AMPA conductances, which are much faster than typical time-scales of stimulus input [38]), then, in the limit of \( \sigma \to 0 \), \( \rho^{(g)}(g,t) \) is essentially slaved to the time-invariant solution that has the approximate form in Eq. (4.13). We note in passing that in the mean-driven limit, i.e., \( \sigma^2_g \to 0 \),

\[
\rho(g) = \delta(g - \nu_0 f - \bar{S}m).
\]

That is, the conductance does not fluctuate around the mean \( \bar{g} = \nu_0 f + \bar{S}m \), as is expected.

4.3.2. Dynamics of membrane potentials. Next, we project out the variable \( g \) from Eq. (4.3). Define the conditional moments

\[
\mu_1(v) = \int_0^\infty g \rho(g|v) dg, \quad \mu_2(v) = \int_0^\infty g^2 \rho(g|v) dg,
\]

where

\[
\rho(v,g) = \rho(g|v) \rho^{(v)}(v), \quad \text{and} \quad \rho^{(v)}(v) = \int_0^\infty \rho(v,g) dg.
\]
Integrating Eq. (4.3) over $g$ yields
\[
\partial_t \rho^{(v)}(v) = \partial_v \left\{ \left[ \left( \frac{v - \varepsilon r}{\tau} \right) + \mu_1(v) \left( \frac{v - \varepsilon E}{\tau} \right) \right] \rho^{(v)}(v) \right\},
\]
(4.14)
and multiplying Eq. (4.3) by $g$, then integrating over $g$ yields
\[
\partial_t \left[ \mu_1(v) \rho^{(v)}(v) \right] = -\frac{1}{\sigma} \left[ \mu_1(v) - \bar{g}(t) \right] \rho^{(v)}(v)
+ \partial_v \left[ \left( \frac{v - \varepsilon r}{\tau} \right) \mu_1(v) \rho^{(v)}(v) \right] + \partial_v \left[ \mu_2(v) \rho^{(v)}(v) \right],
\]
(4.15)
where we have used Eq. (4.5b) and the boundary conditions (4.7). Using Eq. (4.14), we can cast Eq. (4.15) in the following form
\[
\partial_t \mu_1(v) = -\frac{1}{\sigma} \left( \mu_1(v) - \bar{g}(t) \right) + \left[ \left( \frac{v - \varepsilon r}{\tau} \right) + \mu_1(v) \left( \frac{v - \varepsilon E}{\tau} \right) \right] \left[ \partial_v \mu_1(v) \right]
+ \frac{\Sigma^2(v)}{\rho^{(v)}(v)} \partial_v \left[ \left( \frac{v - \varepsilon E}{\tau} \right) \rho^{(v)}(v) \right] + \left[ \partial_v \Sigma^2(v) \right] \left( \frac{v - \varepsilon E}{\tau} \right),
\]
(4.16)
where
\[
\Sigma^2(v) \equiv \mu_2(v) - \mu_1^2(v)
\]
is the conditional variance.

4.3.3. Closure. Equations (4.14) and (4.16) show that the evolution of $\rho^{(v)}(v)$ depends on the first conditional moment $\mu_1(v)$ and that the evolution of $\mu_1(v)$ depends on the second moment $\mu_2(v)$ through the conditional variance $\Sigma^2(v)$, etc. Therefore, projecting the dynamics (4.3) to the variable $v$ generates an infinite hierarchy of equations governing the conditional moments. Thus, the closure issue naturally arises, i.e., how to truncate this hierarchy to close equations to a lower order such that the truncated dynamics can still capture the essential dynamics of the system. Mathematically, a closure issue is often a coarse-graining issue, namely, whether there exits a scale below which the dynamics either by itself is sufficiently smooth (without much structure) or can be averaged out. In our setting with excitatory neuronal networks, if the conditional variance is a sufficiently slowly varying function of $v$, then, we can naturally postulate the closure:
\[
\Sigma^2(v, t) = \sigma^2_g(t).
\]
(4.17)
Therefore, we have $\partial_v \Sigma^2(v) = 0$ and Eq. (4.16) becomes
\[
\partial_t \mu_1(v) = -\frac{1}{\sigma} \left[ \mu_1(v) - \bar{g}(t) \right] + \frac{\sigma^2_g(t)}{\rho^{(v)}(v)} \partial_v \left[ \left( \frac{v - \varepsilon E}{\tau} \right) \rho^{(v)}(v) \right]
+ \left[ \left( \frac{v - \varepsilon r}{\tau} \right) + \mu_1(v) \left( \frac{v - \varepsilon E}{\tau} \right) \right] \partial_v \mu_1(v).
\]
(4.18)
Now Eqs. (4.14) and (4.18) are closed with respect to \( \rho^{(v)}(v) \) and \( \mu_1(v) \). In summary,

\[
\partial_t \rho^{(v)}(v) = \partial_v \left\{ \left[ \left( \frac{v - \varepsilon_r}{\tau} \right) + \mu_1(v) \left( \frac{v - \varepsilon_E}{\tau} \right) \right] \rho^{(v)}(v) \right\},
\]

\[
\partial_t \mu_1(v) = -\frac{1}{\sigma} [\mu_1(v) - \bar{g}(t)] + \frac{\sigma^2(t)}{\rho^{(v)}(v)} \partial_v \left[ \left( \frac{v - \varepsilon_E}{\tau} \right) \rho^{(v)}(v) \right] + \left[ \left( \frac{v - \varepsilon_r}{\tau} \right) + \mu_1(v) \left( \frac{v - \varepsilon_E}{\tau} \right) \right] \partial_v \mu_1(v)
\]

with

\[
\bar{g}(t) \equiv f_0(t) + \bar{S}m(t), \quad \sigma^2(t) \equiv \frac{1}{2\sigma} \left[ f^2_0(t) + \frac{\bar{S}^2}{pN}m(t) \right],
\]

constitute our key result: kinetic equations for the dynamics of coupled excitatory neuronal networks. From Eq. (4.19a), the corresponding probability flux clearly is

\[
J^V(v,t) = \left[ \left( \frac{v - \varepsilon_r}{\tau} \right) + \mu_1(v) \left( \frac{v - \varepsilon_E}{\tau} \right) \right] \rho^{(v)}(v).
\]

Therefore, the population-averaged firing rate per neuron is determined by the flux (4.20) at the threshold:

\[
m(t) = J^V(V_T, t).
\]

### 4.3.4. Boundary conditions.

Now we discuss how to derive boundary conditions for kinetic equations (4.19). Note the probability flux (4.5a) along the \(v\)-direction satisfies the boundary condition (4.6). Therefore,

\[
\int_{0}^{\infty} J^V(V_T, g) dg = \int_{0}^{\infty} J^V(\varepsilon_r, g) dg,
\]

which leads to

\[
[(V_T - \varepsilon_r) + (V_T - \varepsilon_E)\mu_1(V_T)]\rho^{(v)}(V_T) = (\varepsilon_r - \varepsilon_E)\mu_1(\varepsilon_r)\rho^{(v)}(\varepsilon_r).
\]

Furthermore, for the quantity,

\[
\eta(v) = \int_{0}^{\infty} gJ^V(v, g) dg
\]

using the closure (4.17), it is easy to show that

\[
\eta(v) = J^V(v, t)\mu_1(v) - \sigma^2 \left( \frac{v - \varepsilon_E}{\tau} \right) \rho^{(v)}(v)
\]

with \( J^V(v, t) \) as in Eq. (4.20). The boundary condition (Eq. (4.6)) entails

\[
\eta(V_T) = \eta(\varepsilon_r),
\]
Fig. 4.3. Steady State Accuracy of Kinetic Theory for Fluctuation-Dominated Dynamics: The population-averaged firing rate per neuron $m$ as a function of mean input conductance $G_{\text{input}} = f \nu_0$. Inset: probability density function of the membrane potential. Circles: Simulation of the original purely excitatory I&F neuronal dynamics (4.1) in a statistical steady state; Solid line: Kinetic Theory (4.19) with BCs derived from Eqs. (4.21) and (4.22); Dot-dashed line: Fokker-Planck Equation (4.24); Dotted line: Mean-Driven Limit (4.11). Parameters: $f = 0.2 \text{ms}$, $S = 0.05$, $\sigma = 3 \text{ms}$, $\tau = 20 \text{ms}$, $N = 300$, and $p = 0.25$. $\epsilon_r = 0$, $V_T = 1$, and $\epsilon_E = 14/3$. ($\nu_0 = 1200 \text{s}^{-1}$ for the inset.)

Eqs. (4.21) and (4.22) constitute nonlinear boundary conditions for the kinetic equations (4.19).

4.4. Accuracy of kinetic theory. As pointed out in Ref. [17], our kinetic theory can reproduce the voltage distribution and firing rate very well. Figure (4.3) illustrates a comparison between the predictions of our kinetic theory and the full numerical simulation of the original I&F purely excitatory neuronal networks (4.1) in a steady state. Note that even when the conductance mean input $G_{\text{input}} = f \nu_0$ is not sufficiently strong to force a neuron to fire in the mean-driven limit (for example, for the values of $G_{\text{input}} < 13.6$ in Eq. (4.11)), our kinetic theory captures the fluctuation-induced firing very well, as shown in Fig. (4.3). Further, here we show that the time-dependent solutions of our kinetic theory can also capture very well the...
Fig. 4.4. Dynamical Accuracy of Kinetic Theory in a Fluctuation-Dominated Dynamics: Plotted for a network (4.1) of $N = 100$ purely excitatory I&F neurons driven by a time-varying input rate $\nu_0(t) = \nu_a \exp \left(0.25\sin(2\pi t/s + (2\pi t/s)^2)\right)$, where $\nu_a = 0.5$ spikes/ms, $s = 100$ ms, is (A) The firing rate $m(t)$ (Thin solid line: simulation result averaged over an ensemble of $10^4$ identically structured networks. The firing rate is measured using a bin size of 1 ms. The upper and lower boundaries of the gray area mark the values one-standard deviation away from the mean, measured from the ensemble of the $10^4$ networks. Thick solid line: Kinetic theory (4.19). Dashed line: Mean-driven limit (4.11)); (B) Instantaneous probability density function of the membrane potential at time $t = 79.625$ ms (The upper and lower boundaries of the gray area mark the values one-standard deviation away from the mean, measured from the ensemble of the $10^4$ networks. Thick solid line: Kinetic theory (4.19)). Parameters: $f = 0.5$ ms, $\tau = 20$ ms and $\sigma = 0.1$ ms, $S = 0.125$ and $p = 0$. 
original dynamics of the full I&F neuronal network (4.1). Figure (4.4) clearly demonstrates this dynamic accuracy of our kinetic theory. It is important to emphasize that our kinetic theory can capture fluctuation-dominated dynamics accurately, including fluctuations induced by finite sizes of networks.

We note that under the mean-driven limit, i.e., \(N \to \infty\), and \(f \to 0\), \(\nu_0 \to \infty\), with \(f\nu_0=\)finite, for which \(\sigma_g^2 = 0\), the kinetic equations (4.19) recover the mean-driven equations (4.9) with \(\langle g \rangle\) being slaved to \(\tilde{g}\). Therefore, our kinetic theory has a wide range of validity — from the mean-driven regimes to the fluctuation-dominate regime. We will further discuss the issue of \(v-g\) correlation and fluctuations below.

4.5. Fokker-Planck Equation. The kinetic equations (Eqs (4.19)) can be viewed as asymptotic equations for describing the neuronal network dynamics for a small but finite \(\sigma\). Now we discuss the \(\sigma \to 0\) limit of kinetic equations (Eqs (4.19)). Note that

\[
\sigma \sigma_g^2(t) = \frac{1}{2} \left[ f^2 \nu_0(t) + \frac{\tilde{S}^2}{N_P} m(t) \right] \sim \mathcal{O}(1).
\]

As \(\sigma \to 0\), Eq. (4.19b) reduces to

\[
\mu_1(v) = \tilde{g}(t) + \frac{\sigma \sigma_g^2}{\rho^{(v)}(v)} \partial_v \left\{ \left( \frac{\epsilon E - \nu}{\tau} \right) \rho^{(v)}(v) \right\} = \tilde{g}(t) + \frac{\sigma \sigma_g^2}{\tau} + \frac{\sigma \sigma_g^2}{\rho^{(v)}(v)} \left( \frac{\epsilon E - \nu}{\tau} \right) \partial_v \rho^{(v)}(v). \tag{4.23}
\]

This expression of \(\mu_1(v)\) makes transparent the meaning of corrections to the first term in Eq. (4.23), i.e., \(\tilde{g}(t)\), which describes the mean-driven, uncorrelated limit.

1. Due to the spread with size \(\sigma_g\) of \(g\), there is a fluctuation correction \(\frac{\sigma \sigma_g^2}{\tau}\) to \(\tilde{g}(t)\). This fluctuation correction will effectively lower the threshold.

2. Fluctuations induce a correlation correction between \(g\) and \(v\) as signified by the last term in Eq. (4.23). As will be seen below (Eq. (4.27)), \(\partial_v \rho^{(v)}(v) < 0\) at the threshold \(V_T\), the correlation correction is thus positive near the threshold. Therefore, the net effect of this last term also lowers the effective threshold for firing.

The combined effects of fluctuations is to effectively lower the firing threshold. Therefore, even if \(\tilde{g}\) is subthreshold, neurons in the network can still fire.

Finally, substituting Eq. (4.23) into Eq. (4.19a) yields the following Fokker-Planck equation,

\[
\partial_v \rho^{(v)}(v) = \partial_v \left\{ \left( \frac{\epsilon E - \nu}{\tau} \right) + \gamma(t) \left( \frac{\epsilon E - \nu}{\tau} \right) \rho^{(v)}(v) + \sigma \sigma_g^2(t) \left( \frac{\epsilon E - \nu}{\tau} \right)^2 \partial_v \rho^{(v)}(v) \right\} \tag{4.24}
\]

where \(\gamma(t) = \tilde{g}(t) + \sigma \sigma_g^2(t) / \tau\). Clearly, we have condition that \(\int_{-\infty}^{\infty} \rho^{(v)}(v) dv = 1\). The probability flux in Eq. (4.24) is

\[
J_{pp}(v, t) = - \left[ \left( \frac{\epsilon E - \nu}{\tau} \right) + \gamma(t) \left( \frac{\epsilon E - \nu}{\tau} \right) \right] \rho^{(v)}(v) - \sigma \sigma_g^2(t) \left( \frac{\epsilon E - \nu}{\tau} \right)^2 \partial_v \rho^{(v)}(v).
\]

It is easy to verify that, in the absence of network couplings, i.e., \(S = 0\), Eq. (4.24) reduces to Eq. (3.12) (Note that \(\epsilon E\) is set to 0 in Eq. (3.12)).
We observe that Eq. (4.24) is derived by taking the $\sigma \to 0$ limit of the kinetic equations (4.19), which is derived with a finite $\sigma$ under the diffusion approximation (4.3), whereas Eq. (3.12) is derived under the diffusion approximation of Eq. (3.7), which is an evolution equation for $\rho(v)$ with an infinitely fast (i.e., $\sigma = 0$) conductance. There is a certain internal consistency reflected in the fact that these two limiting procedures yield the same Fokker-Planck equation. This consistency further stresses the significance of the Stratonovich interpretation mentioned above as a correct physical interpretation of stochastic dynamics (3.13).

Finally, we discuss the boundary conditions for solving Eq. (4.24). There is a subtlety in choosing boundary conditions: One way is to use the $\sigma \to 0$ limit of boundary conditions derived for the kinetic equation. In this limit, Eqs. (4.21) and (4.22) become

\[ J^v_{FP}(\epsilon_r, t) = J^v_{FP}(V_T, t) = m(t), \]

\[ (V_T - \epsilon_E)\rho^{(v)}(V_T) = (\epsilon_r - \epsilon_E)\rho^{(v)}(\epsilon_r), \]  \hspace{1cm} (4.25)

respectively. However, there is another way of prescribing boundary conditions if we interpret the $\sigma \to 0$ limit as the following physical process: the conductance has a vanishing decay time and upon receiving an input spike, a neuron still receives a finite but very small jump (diffusion approximation) in $v$. When near the threshold, it jumps across the threshold, and immediately resets, i.e., no longer dwelling near the threshold as with the case of finite $\sigma$ (With a finite $\sigma$, this dwelling is possible due to a slow upward streaming of $v$ under the network dynamics (4.1)). Therefore, there is no accumulation of neuron population at the threshold. Hence, we can postulate the boundary conditions

\[ \rho^{(v)}(V_T, t) = 0, \]

\[ J^v_{FP}(\epsilon_r, t) = J^v_{FP}(V_T, t), \]  \hspace{1cm} (4.26)

the second of which simply reflects the fact that the neurons that just fired all enter through the reset potential. The firing rate now is expressed as

\[ m(t) = J^v_{FP}(V_T, t) = -\sigma \sigma g^2 (V_T - \epsilon_E)^2 \partial_v \rho^{(v)}(v)|_{v=V_T}. \]

In general, $m(t) > 0$, therefore,

\[ \partial_v \rho^{(v)}(v)|_{v=V_T} < 0. \]  \hspace{1cm} (4.27)

We note that these two different boundary conditions reflect the difference in fundamental “microscopic” I&F neurons. Boundary condition (Eq. (4.25)) corresponds to an I&F neuron with a finite $\sigma$, as $\sigma \to 0$, whereas boundary condition (Eq. (4.26)) corresponds to an I&F neuron with $\sigma = 0$. In some parameter regimes, these two boundary conditions (i.e., Eq. (4.25) vs. Eq. (4.26)) produce very similar solutions of $\rho^{(v)}(v)$ as illustrated in Fig. (4.5). In terms of practical purposes of modeling qualitative statistical behavior, either of the boundary conditions can be used in the limit of $\sigma \to 0$. 

5. Networks with excitatory and inhibitory neurons

In this section, we extend our kinetic theory to the case of the coupled I&F dynamics (2.1) with both excitatory and inhibitory neurons. The detailed description of the network is already given in Section 2. Following the similar arguments in previous sections, the probability density function we are interested in is now defined by

$$\rho_\lambda(v, g_E, g_I, t) = \mathbb{E}\left[ \frac{1}{N_\lambda} \sum_{i=1}^{N_\lambda} \delta(v - V^{\lambda}_i(t)) \delta(g_E - G^{\lambda E}(t)) \delta(g_I - G^{\lambda I}(t)) \right]$$

for the $\lambda$-population, $\lambda = E, I$, labeling excitation and inhibition, where $\mathbb{E}(\cdot)$ is the expectation with respect to all possible sets of independent realizations of the input Poisson spike process in an ensemble of identically structured networks. Denote $\rho_\lambda(v, g_E, g_I, t)$, $\bar{S}_{\lambda\lambda'} = p \delta_{\lambda\lambda'}$. Assuming (i) $N_E, N_I \gg 1$, and (ii) the Poisson property for summed spike trains from all other neurons in the network, a similar derivation to what is described in Appendix B leads to

$$\partial_t \rho_\lambda = \partial_v \left\{ \left[ \frac{v - \varepsilon_v}{\tau} + g_E \left( \frac{v - \varepsilon_E}{\tau} \right) + g_I \left( \frac{v - \varepsilon_I}{\tau} \right) \right] \rho_\lambda \right\} + \partial_{g_E} \left( \frac{g_E}{\sigma_E} \rho_\lambda \right) + \partial_{g_I} \left( \frac{g_I}{\sigma_I} \rho_\lambda \right) + \nu_{0E}(t) \left[ \rho_\lambda \left( v, g_E - \frac{f_E}{\sigma_E}, g_I \right) - \rho_\lambda(v, g_E, g_I) \right]$$
for \( v \in (\varepsilon_I, V_T) \), \( g_e \in (0, \infty) \), and \( g_i \in (0, \infty) \). Note that the probability flux for Eq. (5.1) along the \( v \)-direction is

\[
J_\lambda (v, g_e, g_i, t) = -\left[ \frac{(v - \varepsilon_r)}{\tau} + g_e \left( \frac{v - \varepsilon_E}{\tau} \right) + g_i \left( \frac{v - \varepsilon_I}{\tau} \right) \right] \rho_\lambda (v, g_e, g_i, t).
\]

Therefore, the population-average firing rate per neuron for the \( \lambda \)-population is

\[
m_\lambda (t) = \int J_\lambda (V_T, g_e, g_i, t) dg_e dg_i.
\]

At \( v = \varepsilon_r \), we have the flux condition

\[
J_\lambda (\varepsilon_r^+, g_e, g_i, t) = J_\lambda (\varepsilon_r^-, g_e, g_i, t) + J_\lambda (V_T, g_e, g_i, t),
\]

where \( J_\lambda (V_T, g_e, g_i, t) \) is the probability flux of neurons at \( v = V_T \) for the population \( \lambda \) — neurons that just fired come out from the reset voltage (Note that the reset dynamics we are considering is instantaneous, i.e., no refractory period). Clearly, we have the flux condition at the boundary \( v = \varepsilon_I \),

\[
J_\lambda (\varepsilon_I, g_e, g_i, t) = 0,
\]

since no neurons have a voltage below the inhibitory reversal potential.

A diffusion approximation reduces Eq. (5.1) to

\[
\partial_t \rho_\lambda = \partial_v \left\{ \left[ \frac{(v - \varepsilon_r)}{\tau} + g_e \left( \frac{v - \varepsilon_E}{\tau} \right) + g_i \left( \frac{v - \varepsilon_I}{\tau} \right) \right] \rho_\lambda \right\}
+ \frac{1}{\sigma_e^2} \left[ \left( g_e - \bar{g}_{\lambda e} (t) \right) \rho_\lambda + \sigma_e^2 \partial_{g_e} \rho_\lambda \right]
+ \frac{1}{\sigma_i^2} \left[ \left( g_i - \bar{g}_{\lambda i} (t) \right) \rho_\lambda + \sigma_i^2 \partial_{g_i} \rho_\lambda \right]
\]

with

\[
\bar{g}_{\lambda e} (t) = f_e \nu_{oe} (t) + \bar{S}_{\lambda E m_{\lambda e}} (t), \quad \bar{g}_{\lambda i} (t) = f_i \nu_{oi} (t) + \bar{S}_{\lambda I m_{\lambda i}} (t)
\]

\[
\sigma_e^2 = \frac{1}{2 \sigma_e^2} \left[ f_e^2 \nu_{oe} (t) + \bar{S}_{\lambda E m_{\lambda e}} (t) \right], \quad \sigma_i^2 = \frac{1}{2 \sigma_i^2} \left[ f_i^2 \nu_{oi} (t) + \bar{S}_{\lambda I m_{\lambda i}} (t) \right].
\]

We note that, again, through Eqs. (5.2) and (5.6), Eq. (5.5) is a nonlinear partial differential equation over space \((v, g_e, g_i)\). Our aim is to extend our closure to derive a system of \((1 + 1)\)-dimensional kinetic equations to capture the essential coarse-grained dynamics of Eq. (5.1).
5.1. Dynamics of conductances. First, we discuss the dynamics of conductances. Using flux boundary conditions (5.3) and (5.4), we have

\[
- \int_{\varepsilon_I}^{V_T} d\varepsilon \frac{\partial}{\partial \varepsilon} \left\{ \left[ \frac{v - \varepsilon_I}{\tau} \right] + g_E \left( \frac{v - \varepsilon_E}{\tau} \right) + g_i \left( \frac{v - \varepsilon_I}{\tau} \right) \right\} \rho_{E} \}
\]

\[
= J_{\lambda}(V_T, g_E, g_i, t) - J_{\lambda}(\varepsilon_I, g_E, g_i, t) + J_{\lambda}(\varepsilon_I - g_E, g_i, t) - J_{\lambda}(\varepsilon_I - g_E, g_i, t)
\]

\[
= 0.
\]

Therefore, integration of Eq. (5.5) over \( \varepsilon_I \) to \( V_T \) leads to

\[
\partial_t \tilde{\rho}_E(g_E, g_i) = \partial_t \left\{ \frac{1}{\sigma_E} \left[ (g_E - \bar{g}_E(t)) + \sigma_E^2 \partial g_E \right] \tilde{\rho}_E(g_E, g_i) \right\}
\]

\[
+ \partial_{g_i} \left\{ \frac{1}{\sigma_i} \left[ (g_i - \bar{g}_i(t)) + \sigma_i^2 \partial g_i \right] \tilde{\rho}_E(g_E, g_i) \right\}
\]

(5.7)

where \( \tilde{\rho}_E(g_E, g_i) = \int_{\varepsilon_I}^{V_T} d\varepsilon \rho_{E}(v, g_E, g_i, t) \). Using the fact that the flux along \( g_i \) vanishes at \( g_i = 0 \) and \( g_i = \infty \), and further integrating Eq. (5.7) over \( g_i \), yields

\[
\partial_t \rho_{E}^{(e)}(g_E) = \partial_{g_E} \left\{ \frac{1}{\sigma_E} \left[ (g_E - \bar{g}_E(t)) + \sigma_E^2 \partial g_E \right] \rho_{E}^{(e)}(g_E) \right\},
\]

(5.8)

where \( \rho_{E}^{(e)}(g_E) = \int_{0}^{\infty} dg_i \tilde{\rho}_E(g_E, g_i) \). Similarly, we obtain

\[
\partial_t \rho_{i}^{(e)}(g_i) = \partial_{g_i} \left\{ \frac{1}{\sigma_i} \left[ (g_i - \bar{g}_i(t)) + \sigma_i^2 \partial g_i \right] \rho_{i}^{(e)}(g_i) \right\}
\]

(5.9)

Next, we discuss the correlation between the inhibitory conductance and the excitatory conductance. For the moments defined by

\[
\langle g_E g_i \rangle = \int_{0}^{\infty} dg_E \int_{0}^{\infty} dg_i g_E g_i \tilde{\rho}_E(g_E, g_i),
\]

\[
\langle g_E \rangle = \int_{0}^{\infty} dg_E \int_{0}^{\infty} dg_i g_E \tilde{\rho}_E(g_E, g_i), \quad \langle g_i \rangle = \int_{0}^{\infty} dg_E \int_{0}^{\infty} dg_i g_i \tilde{\rho}_E(g_E, g_i).
\]

Eqs. (5.7), (5.8), and (5.9) lead to

\[
\frac{d}{dt} \langle g_E g_i \rangle = - \left( \frac{1}{\sigma_E} + \frac{1}{\sigma_i} \right) \langle g_E g_i \rangle + \frac{1}{\sigma_E} \langle g_E \rangle \bar{g}_E(t) + \frac{1}{\sigma_i} \langle g_i \rangle \bar{g}_i(t),
\]

(5.10)

\[
\frac{d}{dt} \langle g_E \rangle = - \frac{1}{\sigma_E} \left[ \langle g_E \rangle - \bar{g}_E(t) \right],
\]

(5.11)

\[
\frac{d}{dt} \langle g_i \rangle = - \frac{1}{\sigma_i} \left[ \langle g_i \rangle - \bar{g}_i(t) \right],
\]

(5.12)

respectively. Then, the correlation,

\[
C(g_E, g_i) \equiv \langle g_E g_i \rangle - \langle g_E \rangle \langle g_i \rangle,
\]

can be shown to follow the dynamics

\[
\frac{d}{dt} C(g_E, g_i) = - \left( \frac{1}{\sigma_E} + \frac{1}{\sigma_i} \right) C(g_E, g_i),
\]

(5.13)
using Eqs. (5.10), (5.11), and (5.12). Even if there is an initial correlation in the initial population ensemble, according to Eq. (5.13), the correlation will quickly decay over the time-scale $\sigma_{\varepsilon}^2/\sigma_{\varepsilon} + \sigma_{\varepsilon}$). Therefore, the inhibitory conductance can be regarded as uncorrelated with the excitatory conductance.

Similar to the case of a purely excitatory neuronal network, if both $\sigma_{\varepsilon}$ and $\sigma_{\varepsilon}$ are considered to be small, then the time-invariant solutions of Eqs. (5.8) and (5.9) are nearly Gaussian with means and variances given by Eqs. (5.6).

5.2. Closure in fluctuation-driven dynamic regimes. To project the dynamics (5.5) to $v$-space, we consider the evolution equations governing the conditional moments defined by

$$
\mu_{\varepsilon\varepsilon}(v) = \int_{0}^{\infty} dg_{\varepsilon} \int_{0}^{\infty} dg_{\varepsilon} g_{\varepsilon} \rho_{\varepsilon}(g_{\varepsilon}, g_{\varepsilon}, v), \quad \mu_{\varepsilon I}(v) = \int_{0}^{\infty} dg_{\varepsilon} \int_{0}^{\infty} dg_{\varepsilon} g_{\varepsilon} \rho_{\varepsilon}(g_{\varepsilon}, g_{\varepsilon}, v),
$$

$$
\mu_{\varepsilon\varepsilon}^{(2)}(v) = \int_{0}^{\infty} dg_{\varepsilon} \int_{0}^{\infty} dg_{\varepsilon} g_{\varepsilon}^{2} \rho_{\varepsilon}(g_{\varepsilon}, g_{\varepsilon}, v), \quad \mu_{\varepsilon I}^{(2)}(v) = \int_{0}^{\infty} dg_{\varepsilon} \int_{0}^{\infty} dg_{\varepsilon} g_{\varepsilon}^{2} \rho_{\varepsilon}(g_{\varepsilon}, g_{\varepsilon}, v),
$$

$$
\mu_{\varepsilon I}^{(2)}(v) = \int_{0}^{\infty} dg_{\varepsilon} \int_{0}^{\infty} dg_{\varepsilon} g_{\varepsilon} g_{\varepsilon} \rho_{\varepsilon}(g_{\varepsilon}, g_{\varepsilon}, v),
$$

where $\rho_{\varepsilon}(v, g_{\varepsilon}, g_{\varepsilon}, t) = \rho_{\varepsilon}(g_{\varepsilon}, g_{\varepsilon}, t) \rho(v, t)$. Integration of Eq. (5.5) over $g_{\varepsilon}, g_{\varepsilon}$ yields

$$
\partial_{t} \rho_{\varepsilon}(v) = \partial_{v} \left\{ \left[ \frac{v - \varepsilon_{\varepsilon}}{\tau} + \mu_{\varepsilon\varepsilon}(v) \left( \frac{v - \varepsilon_{\varepsilon}}{\tau} \right) + \mu_{\varepsilon I}(v) \left( \frac{v - \varepsilon_{I}}{\tau} \right) \right] \rho_{\varepsilon}(v) \right\}. \tag{5.14}
$$

Multiplying Eq. (5.5) with $g_{\varepsilon}, g_{\varepsilon}$, then integrating over $g_{\varepsilon}, g_{\varepsilon}$, respectively, upon using Eq. (5.14), leads to

$$
\partial_{t} \mu_{\varepsilon\varepsilon}(v) = -\frac{1}{\sigma_{\varepsilon}} [\mu_{\varepsilon\varepsilon}(v) - \bar{g}_{\varepsilon\varepsilon}(t)]
$$

$$
+ \left[ \frac{v - \varepsilon_{\varepsilon}}{\tau} + \mu_{\varepsilon\varepsilon}(v) \left( \frac{v - \varepsilon_{\varepsilon}}{\tau} \right) + \mu_{\varepsilon I}(v) \left( \frac{v - \varepsilon_{I}}{\tau} \right) \right] \partial_{v} \mu_{\varepsilon\varepsilon}(v) \tag{5.15}
$$

$$
+ \left\{ \sum_{\varepsilon\varepsilon}^{2}(v) \partial_{v} \left[ \frac{v - \varepsilon_{\varepsilon}}{\tau} \right] \rho_{\varepsilon\varepsilon}(v) \right\} \left[ \partial_{v} \sum_{\varepsilon\varepsilon}^{2}(v) \left( \frac{v - \varepsilon_{\varepsilon}}{\tau} \right) \right],
$$

and

$$
\partial_{t} \mu_{\varepsilon I}(v) = -\frac{1}{\sigma_{I}} [\mu_{\varepsilon I}(v) - \bar{g}_{\varepsilon I}(t)]
$$

$$
+ \left[ \frac{v - \varepsilon_{I}}{\tau} + \mu_{\varepsilon I}(v) \left( \frac{v - \varepsilon_{I}}{\tau} \right) \right] \partial_{v} \mu_{\varepsilon I}(v) \tag{5.16}
$$

$$
+ \left\{ \sum_{\varepsilon I}^{2}(v) \partial_{v} \left[ \frac{v - \varepsilon_{I}}{\tau} \right] \rho_{\varepsilon I}(v) \right\} \left[ \partial_{v} \sum_{\varepsilon I}^{2}(v) \left( \frac{v - \varepsilon_{I}}{\tau} \right) \right],
$$

where $\sum_{\varepsilon\varepsilon}^{2}(v), \sum_{\varepsilon I}^{2}(v)$ are the second moments of $\varepsilon_{\varepsilon}, \varepsilon_{I}$
where
\[\Sigma_{\lambda E}^2(v) = \mu_{\lambda E}^{(2)}(v) - \mu_{\lambda E}^2(v), \quad \Sigma_{\lambda I}^2(v) = \mu_{\lambda I}^{(2)}(v) - \mu_{\lambda I}^2(v),\]
\[C_{\lambda E I}(v) = \mu_{\lambda E I}^{(2)}(v) - \mu_{\lambda E}^2(v)\mu_{\lambda I}^2(v)\]

are conditional variances and conditional correlation, respectively. Eqs. (5.14), (5.15), and (5.16) constitute the first equations in the infinite hierarchy of conditional expectation expansions.

**Closures:**
To truncate the infinite hierarchy of the equations governing conditional moments to a lower order to obtain essential effective dynamics, using the same intuition as described above, we postulate the following closure:

1. **Closure Condition I:**
   \[\Sigma_{\lambda E}^2(v) = \sigma_{\lambda E}^2(t), \quad \Sigma_{\lambda I}^2(v) = \sigma_{\lambda I}^2(t),\] (5.17)
   which are similar to the closure used in obtaining the kinetic equations for a purely excitatory neuronal network.

2. **Closure Condition II:**
   \[C_{\lambda E I}(v) = 0,\] (5.18)
   i.e., the conditional correlation of inhibitory conductance and the excitatory conductance vanishes (As shown above, if not conditioned on \(v\), the inhibitory and excitatory conductances are uncorrelated).

With these closure conditions, naturally \(\partial_v \Sigma_{\lambda E}^2(v) = 0, \partial_v \Sigma_{\lambda I}^2(v) = 0\), and we obtain the following equations for \(\mu_{\lambda E}(v), \mu_{\lambda I}(v)\) and \(\rho_{\lambda}^{(v)}(v)\) for \(\lambda = E, I\):

\[\partial_t \rho_{\lambda}^{(v)}(v) = \partial_v \left\{ \left( \frac{v - \varepsilon_r}{\tau} + \mu_{\lambda E}(v) \left( \frac{v - \varepsilon_E}{\tau} \right) + \mu_{\lambda I}(v) \left( \frac{v - \varepsilon_I}{\tau} \right) \right) \rho_{\lambda}^{(v)}(v) \right\}, \] (5.19a)
\[\partial_t \mu_{\lambda E}(v) = -\frac{1}{\sigma_E} \left[ \mu_{\lambda E}(v) - \bar{g}_{\lambda E}(t) \right] + \frac{\sigma_{\lambda E}^2(t) \partial_v}{\rho_{\lambda}^{(v)}(v)} \partial_v \left[ \left( \frac{v - \varepsilon_E}{\tau} \right) \rho_{\lambda}^{(v)}(v) \right] \] (5.19b)
\[+ \left[ \left( \frac{v - \varepsilon_r}{\tau} \right) + \mu_{\lambda E}(v) \left( \frac{v - \varepsilon_E}{\tau} \right) + \mu_{\lambda I}(v) \left( \frac{v - \varepsilon_I}{\tau} \right) \right] \left[ \partial_v \mu_{\lambda E}(v) \right],\]
\[\partial_t \mu_{\lambda I}(v) = -\frac{1}{\sigma_I} \left[ \mu_{\lambda I}(v) - \bar{g}_{\lambda I}(t) \right] + \frac{\sigma_{\lambda I}^2(t) \partial_v}{\rho_{\lambda}^{(v)}(v)} \partial_v \left[ \left( \frac{v - \varepsilon_I}{\tau} \right) \rho_{\lambda}^{(v)}(v) \right] \] (5.19c)
\[+ \left[ \left( \frac{v - \varepsilon_r}{\tau} \right) + \mu_{\lambda E}(v) \left( \frac{v - \varepsilon_E}{\tau} \right) + \mu_{\lambda I}(v) \left( \frac{v - \varepsilon_I}{\tau} \right) \right] \left[ \partial_v \mu_{\lambda I}(v) \right],\]

which now are closed with respect to \(\mu_{\lambda E}(v), \mu_{\lambda I}(v)\) and \(\rho_{\lambda}^{(v)}(v)\). Eqs (5.19) constitute our kinetic equations for dynamics of coupled excitatory and inhibitory networks.

We note that, following the procedure in Sec. 4.3.4, boundary conditions can be similarly derived for Eqs. (5.19) by using Eqs. (5.3) and (5.4). Figure (5.1) illustrates the accuracy of this kinetic theory by comparing its solution with a full numerical simulation of I&F networks with both excitatory and inhibitory neurons.
5.3. Fokker-Planck equations (The $\sigma_E, \sigma_I \to 0$ limit): Here, we point out that in order to obtain the Fokker-Planck equation similar to Eq. (4.24), there is no need to postulate Closure Condition II for the conditional correlation (Eq. (5.18)) even if the conditional correlation $C_{\lambda EI}(v)$ does not vanish in the dynamics of the network. By imposing only Closure Condition I, in the limit $\sigma_E \to 0$, $\sigma_I \to 0$, by noticing that $\sigma_E \sigma_{2e}^2 \sim \mathcal{O}(1)$ and $\sigma_I \sigma_{2i}^2 \sim \mathcal{O}(1)$, Eqs. (5.15) and (5.16) reduce to

\[
\mu_{\lambda E}(v) = \tilde{g}_{\lambda E}(v) + \frac{\sigma_E}{\rho_{\lambda E}(v)} \left[ \frac{v - \varepsilon_E}{\tau} \right] \rho_{\lambda}^{(v)}(v),
\]

\[
\mu_{\lambda I}(v) = \tilde{g}_{\lambda I}(v) + \frac{\sigma_I}{\rho_{\lambda I}(v)} \left[ \frac{v - \varepsilon_I}{\tau} \right] \rho_{\lambda}^{(v)}(v).
\]

Substituting these into Eq. (5.19a) results in Fokker-Planck equations for the dynamics of coupled excitatory and inhibitory neuronal networks:

\[
\partial_t \rho_{\lambda}^{(v)}(v) + \partial_v J_{\lambda}^{(v)}(v) = 0
\]
Therefore, in the limit of a finite refractory period \( \tau \), the response to a single input spike at time \( t \) can also easily be seen as follows. The dynamics of integrate-and-fire neuron in \( \tau \) are generalized to be
\[
\frac{d}{dt} V = -\frac{V - \epsilon_r}{\tau} - \frac{1}{\tau} \delta(t)(V - \epsilon_E),
\]
where \( \epsilon_r \) is the effective duration of a neuron’s voltage stays at \( \epsilon_r \) for a finite duration \( \tau \), then follows the dynamics of Eq. (2.1a). This generalization will be published elsewhere.

**Appendix A.** The result (Eq. (3.3)) of a voltage jump upon receiving an input spike can also easily be seen as follows. The dynamics of integrate-and-fire neuron in response to a single input spike at time \( t = 0 \) is described by
\[
\frac{d}{dt} V = -\frac{V - \epsilon_r}{\tau} - \frac{1}{\tau} \delta(t)(V - \epsilon_E),
\]
which can be interpreted as
\[
\frac{dV}{V - \epsilon_E} = \frac{1}{\tau} \left( \frac{V - \epsilon_r}{V - \epsilon_E} \right) dt - \frac{1}{\tau} \delta(t) dt.
\]
By integrating from \( -\epsilon \) to \( +\epsilon, \epsilon \ll 1 \), we have
\[
\ln \left( \frac{V(0^+)}{V(0^-) - \epsilon_E} \right) = O(\epsilon) - \frac{f}{\tau}.
\]
Therefore, in the limit of \( \epsilon \to 0 \), we obtain the jump (Eq. (3.3)) from Eq. (A.1).
Appendix B. We repeat here the description of a network consisting of $N$ all excitatory neurons with an exponential time-course for conductances. The dynamics of an all-to-all coupled excitatory neuronal network are governed by

$$
\begin{align*}
\tau \frac{dV_i}{dt} &= -(V_i - \epsilon_r) - G_{Ei}(t)(V_i - \epsilon_E) \quad \text{(B.1a)} \\
\sigma \frac{dG_i}{dt} &= -G_i + f \sum_{\mu} \delta(t - t^i_{\mu}) + \frac{S}{N} \sum_{j} \sum_{\mu} p_{j\mu} \delta(t - t_{j\mu}) \quad \text{(B.1b)}
\end{align*}
$$

where $V_i$ is the membrane potential of the $i$th neuron in the network and $\sigma$ is the decay time-scale of the excitatory conductance time-course. The external input is modeled by the second term in Eq. (B.1b), where $\{t^i_{\mu}\}$ is a Poisson spike train for the $i$th neuron with rate $\nu_0(t)$. For each external input spike, the jump induced in the conductance is $f/\sigma$. The third term in Eq. (B.1b) describes the spike input to the $i$th neuron from the $j$th neuron. $p_{j\mu}$ describes the probability of synaptic release, which is modeled by a Bernoulli process, with release probability equal to $p$, i.e., $p_{j\mu} = 1$ with probability $p$; 0, otherwise. As discussed in Section 4, under certain conditions [39], it is reasonable to assume that the input spike train to the $i$th neuron is Poisson with rate $pN\sigma m(t)$, where $m(t)$ is the population-averaged firing rate per neuron and $pN$ is an effective number of neurons that are coupled to neuron $i$. For each incoming spike from other neurons in the network, the total jump of the conductance is $\bar{S}/(pN\sigma)$, where $\bar{S} = pS$. We consider the probability density function:

$$
\rho(v,g,t) = \frac{1}{N} \sum_{i=1}^{N} \mathbb{E} [\delta(v - V_i(t)) \delta(g - G_i(t))].
$$

First, we evaluate $\rho(v,g,t+\Delta t)$. We use again the identity (Eq. (3.5)) to write

$$
\mathbb{E} [\delta(v - V_i(t+\Delta t)) \delta(g - G_i(t+\Delta t))]
= \mathbb{E} [\mathbb{E} [\delta(v - V_i(t+\Delta t)) \delta(g - G_i(t+\Delta t))|V_i(t),G_i(t)]].
$$

Given a neuron that has a voltage $V_i(t)$ and a conductance $G_i(t)$ at time $t$, with probability up to $O(\Delta t)$, there will be three possibilities in the interval $(t,t+\Delta t)$: (i) the neuron, with probability $(1 - \nu_0(t)\Delta t)(1 - pm(t)N\Delta t)$, receives no spikes from either external input nor other neurons in the network, and the neuron relaxes according to dynamics Eq. (B.1) without any $\delta$-functions on the right-hand side; (ii) the neuron, with probability $\nu_0(t)\Delta t(1-m(t)pN\Delta t)$, receives only one spike from the external input but no spikes from other neurons in the network, and its conductance jumps by the amount of $f/\sigma$; (iii) the neuron, with probability $pNm(t)\Delta t(1-\nu_0(t)\Delta t)$, receives only one spike from other neurons in the network but not from the external input, and its conductance jumps by the amount of $\bar{S}/(pN\sigma)$, $\bar{S} \equiv pS$. Therefore, to $O(\Delta t)$, we have

$$
\begin{align*}
\mathbb{E} [\delta(v - V_i(t+\Delta t)) \delta(g - G_i(t+\Delta t))|V_i(t),G_i(t)]
= & (1 - \nu_0(t)\Delta t)(1 - pm(t)N\Delta t) \times \\
& \delta \left(v - \left[V_i(t) + \left[-\frac{1}{\tau} (V_i(t) - \epsilon_r) - \frac{G_i(t)}{\tau} (V_i(t) - \epsilon_E)\right] \Delta t\right)\right) \\
& \times \delta \left(g - \left[G_i(t) - \frac{1}{\sigma} G_i(t) \Delta t\right]\right)
\end{align*}
$$
+ \nu_0(t) \Delta t \delta(v - V_i(t)) \delta \left( g - \left[ G_i(t) + \frac{f}{\sigma} \right] \right) \\
+ pNm(t) \Delta t \delta(v - V_i(t)) \delta \left( g - \left[ G_i(t) + \frac{\bar{S}}{pN\sigma} \right] \right) \\
= (1 - \nu_0(t) \Delta t) (1 - pm(t) N \Delta t) \times \\
\left\{ \delta(v - V_i(t)) + \frac{\partial}{\partial v} \delta(v - V_i(t)) \left[ \frac{1}{\tau} (V_i(t) - \varepsilon_r) + \frac{G_i(t)}{\tau} (V_i(t) - \varepsilon_E) \right] \Delta t \right\} \\
\times \left\{ \delta(g - G_i(t)) + \frac{\partial}{\partial g} \delta(g - G_i(t)) \left[ \frac{1}{\sigma} G_i(t) \Delta t \right] \right\} \\
+ \nu_0(t) \Delta t \delta(v - V_i(t)) \delta \left( g - \frac{f}{\sigma} - G_i(t) \right) \\
+ pNm(t) \Delta t \delta(v - V_i(t)) \delta \left( g - \frac{\bar{S}}{pN\sigma} - G_i(t) \right)

with \( \bar{S} = pS \). We can move terms, such as \( \left[ \frac{1}{\tau} (V_i(t) - \varepsilon_r) + \frac{G_i(t)}{\tau} (V_i(t) - \varepsilon_E) \right] \), inside the partial derivative \( \partial / \partial v \). Thus

\[
\mathbb{E} [\delta(v - V_i(t + \Delta t)) \delta(g - G_i(t + \Delta t)) | V_i(t), G_i(t)] \\
= [1 - \nu_0(t) \Delta t - pm(t) N \Delta t] \delta(v - V_i(t)) \delta(g - G_i(t)) \\
+ \frac{\partial}{\partial v} \left[ \delta(v - V_i(t)) \delta(g - G_i(t)) \left[ \frac{1}{\tau} (V_i(t) - \varepsilon_r) + \frac{G_i(t)}{\tau} (V_i(t) - \varepsilon_E) \right] \Delta t \right] \\
+ \frac{\partial}{\partial g} \left[ \delta(v - V_i(t)) \delta(g - G_i(t)) \left( \frac{1}{\sigma} G_i(t) \Delta t \right) \right] \\
+ \nu_0(t) \Delta t \delta(v - V_i(t)) \delta \left( g - \frac{f}{\sigma} - G_i(t) \right) \\
+ pNm(t) \Delta t \delta(v - V_i(t)) \delta \left( g - \frac{\bar{S}}{pN\sigma} - G_i(t) \right),
\]

which, after noticing \( \delta(x - a) a = \delta(x - a) x \), yields

\[
\mathbb{E} [\delta(v - V_i(t + \Delta t)) \delta(g - G_i(t + \Delta t)) | V_i(t), G_i(t)] \\
= \delta(v - V_i(t)) \delta(g - G_i(t)) \\
+ \frac{\partial}{\partial v} \left[ \delta(v - V_i(t)) \delta(g - G_i(t)) \left[ \frac{1}{\tau} (v - \varepsilon_r) + \frac{g}{\tau} (v - \varepsilon_E) \right] \Delta t \right] \\
+ \frac{\partial}{\partial g} \left[ \delta(v - V_i(t)) \delta(g - G_i(t)) \frac{1}{\sigma} g \Delta t \right] \\
+ \nu_0(t) \Delta t \left[ \delta(v - V_i(t)) \delta \left( g - \frac{f}{\sigma} - G_i(t) \right) - \delta(v - V_i(t)) \delta(g - G_i(t)) \right] \\
+ pNm(t) \Delta t \left[ \delta(v - V_i(t)) \delta \left( g - \frac{\bar{S}}{pN\sigma} - G_i(t) \right) - \delta(v - V_i(t)) \delta(g - G_i(t)) \right].
\]
By taking expectation over all possible trajectories of \( \{ V_i(t), G_i(t) \} \) and averaging over all neurons, we have

\[
\frac{\partial_t \rho}{\partial t} = \frac{\partial_v}{\partial v} \left[ \left( \frac{v - \varepsilon r}{\tau} + g \left( \frac{v - \varepsilon E}{\tau} \right) \right) \rho \right] + \frac{\partial_g}{\partial g} \left( \frac{g}{\sigma} \rho \right) \\
+ \nu_0(t) \left[ \rho \left( v, g - \frac{f}{\sigma} t \right) - \rho(v, g, t) \right] + \nu_0(t) N \left[ \rho \left( v, g - \frac{S}{\rho \sqrt{\sigma}} t \right) - \rho(v, g, t) \right]
\]

in the limit of \( \Delta t \to 0 \), where \( \rho = \rho(v, g, t) \). This is Eq. (4.2) in the main text.
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